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ABSTRACT

The European Union is likely to introduce among the first, most stringent, and most comprehens-
ive AI regulatory regimes of the world’s major jurisdictions. In this report, we ask whether the EU’s
upcoming regulation for AI will diffuse globally, producing a so-called “Brussels Effect”. Building
on and extending Anu Bradford’s work, we outline the mechanisms by which such regulatory
diffusion may occur. We consider both the possibility that the EU’s AI regulation will incentivise
changes in products offered in non-EU countries (a de facto Brussels Effect) and the possibility it
will influence regulation adopted by other jurisdictions (a de jure Brussels Effect). Focusing on the
proposed EU AI Act, we tentatively conclude that both de facto and de jure Brussels effects are
likely for parts of the EU regulatory regime. A de facto effect is particularly likely to arise in large
US tech companies with AI systems that the AI Act terms “high-risk”. We argue that the upcoming
regulation might be particularly important in offering the first and most influential operationalisa-
tion of what it means to develop and deploy trustworthy or human-centred AI. If the EU regime is
likely to see significant diffusion, ensuring it is well-designed becomes a matter of global import-
ance.

*This report was jointly authored by Charlotte Siegmann and Markus Anderljung with equal con-
tributions. Author order randomized. Charlotte Siegmann is a Predoc Fellow in Economics at the
Global Priorities Institute at the University of Oxford. Markus Anderljung is Head of Policy at the
Centre for the Governance of AI.
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Executive Summary

In 2019, two of themost powerful European politicians, Ursula von der Leyen andAngelaMerkel,
called for the EuropeanUnion to create a GDPR for AI.³ The General Data Protection Regulation⁴
(GDPR) is one of themost influential pieces of EuropeanUnion (EU) legislation in the last decade.
It not only changed business practices within the EU, but also caused a “Brussels Effect” abroad.
It incentivised changes in products offered in several non-EU countries (a de facto Brussels
Effect) and influenced regulation adopted by other jurisdictions (a de jure Brussels Effect).

This report argues that upcoming EU regula-
tion of AI is poised to have a similarly global
impact. Focusing on the proposed AI Act and
proposed updates to liability regimes, we ar-
gue that:

• Both de facto and de jure Brussels Effects
are likely for parts of the EU’s AI regulation.

• The Brussels Effect will likely be more
significant than the “Washington Effect”
or the “Beijing Effect”.

If there is a significant AI Brussels Effect, this
could lead to stricter AI regulation globally.
The details of EU AI regulation could also in-
fluence how “trustworthy AI” is conceived
across the world, shaping research agendas
aimed at ensuring the safety and fairness of AI
systems. Ultimately, the likelihood of a Brus-
sels Effect increases the importance of help-
ing shape the EU AI regulatory regime: get-
ting the regulation right would become a
matter of global importance.

Findings

For parts of the EU’s AI regulation, a de facto
Brussels Effect is likely

We expect multinational companies to offer
some EU-compliant AI products outside the
EU. Once a company has decided to produce
an EU-compliant product for the EU market, it
will sometimes be more profitable to offer that
product in some other jurisdictions or even
globally rather than offering a separate non-
compliant version outside the EU.

Drawing and building on Anu Bradford’s work,
we highlight several factors that make this beha-
viour (“non-differentiation”) more likely.

• The EU has relatively favourable market
properties. In particular, the market for AI-
based products is large and heavily ser-
viced by multinational firms. The EU market
size incentivises firms to develop and offer
EU-compliant products, rather than simply
abandoning the EU market. The fact that
these firms also service non-EU markets
opens the door to a de facto effect.

3 Directorate-General for Neighbourhood and Enlargement Negotiations, “Speech by President-Elect von Der Leyen in the European Parliament Plen-
ary on the Occasion of the Presentation of Her College of Commissioners and Their Programme,” European Neighbourhood Policy and Enlargement
Negotiations, November 27, 2019

4 European Parliament, “Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons
with Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection
Regulation) (Text with EEA Relevance).”
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• The EU’s AI regulation is likely to be especially
stringent. If it were not more stringent than other
jurisdictions’ regulations on at least some dimen-
sions, then there would be no room for it to have
aneffectabroad.

• The EU has high regulatorycapacity. The EU’s
ability to produce well-crafted regulation de-
creases the chance that its AI regulations will
be either difficult to enforce or overly cumber-
some to comply with. Customers may also see
EU compliance as a sign of the trustworthiness
of the product, further incentivising firms to of-
ferEU-complaintproducts inother jurisdictions.

• Demand for some affected AI products is
likely to be fairly inelastic. Compliance with
EU AI rules may raise the cost or decrease
the quality of AI products by reducing
product functionality. If demand were too
elastic in response to such changes in cost
and quality, then this could shrink the size of
the EU market and make multinational firms
more willing to abandon it. The incentive to
offer non-EU-compliant products outside
the EU would also increase.

• Thecostofdifferentiation for some, but not all,
AI products is likely to be high. Creating both
compliant and non-compliant versions of a
product may require developers to practise
“early forking”(i.e.changingafundamental fea-
ture early on in the development process) and
maintain two separate technology stacks in
parallel. If a company has already decided to
develop a compliant version of the product,
then simply offering this same version outside
the EU may allow them to cut development
costs without comparably large costs of non-
differentiation, e.g. the costs of offering EU-
compliant products globally.

The proposed AI Act would introduce new
standards and conformity assessment re-
quirements for “high-risk” AI products sold in
the EU, estimated at 5–15% of the EU AI mar-
ket. We anticipate a de facto effect for some
high-risk AI products and for some categories
of requirements, but not others, owing to vari-
ation in how strongly the above factors apply.
A de facto effect is particularly likely, for in-

stance, for medical devices, some worker
management systems, certain legal techno-
logy, and a subset of biometric categorisation
systems. A de facto effect may be particularly
likely for requirements concerning risk man-
agement, record-keeping, transparency, ac-
curacy, robustness, and cybersecurity. A de
facto effect is less likely for products whose
markets tend to be more regionalised, such as
creditworthiness assessment systems and
various government applications.

Although so-called “foundation models”
are not classed as high-risk in the EU Com-
mission’s AI Act proposal, they may also
experience a de facto effect. Foundation
models are general purpose, pre-trained AI
systems that can be used to create a wide
range of AI products. Developers of these
models may wish to ensure that AI
products derived from their models will sat-
isfy certain EU requirements by default. In
addition, the AI Act proposal may also be
amended to introduce specific require-
ments on general purpose systems and
foundation models.

The AI Act proposal also introduces prohibi-
tions on certain uses of AI systems. There is
a small chance that prohibitions on the use of
“subliminal techniques” could have implica-
tions for the design of recommender sys-
tems. If so, companies may choose to offer
EU-compliant recommender systems in
other jurisdictions. Other prohibitions (such
as on the real-time use of facial recognition
for law enforcement) also have a small
chance of influencing non-EU products by
shaping norms.

The proposal also requires people to be made
aware if they are engaging with certain AI sys-
tems, e.g. content-generating systems (such as
authentic-seeming images and chatbot con-
versations) or remote biometric surveillance.
There is a modest chance that these require-
ments will lead companies to also e.g. display
tags indicating some piece of content is AI-
generated in other jurisdictions, since remov-
ing the tags could come to be seen as dishon-
est behaviour.

EXECUTIVE SUMMARY
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EXECUTIVE SUMMARY

A de jure Brussels Effect is also likely for
parts of the EU’s AI regulation

We expect that other jurisdictions will adopt
some EU-inspired AI regulation. This could
happen for several different reasons:

• Foreign jurisdictions may expect EU-like
regulation to be high quality and consistent
with their own regulatory goals.

• The EU may promote its blueprint
through participation in international in-
stitutions and negotiations.

• A de facto Brussels Effect with regard to a
jurisdiction increases its incentive to adopt
EU-like regulations, for instance by reducing
the additional burden that would be placed
on companies that serve both markets.

• The EU may actively incentivise the ad-
option of EU-like regulations, for instance
through trade rules.

We think de jure diffusion is particularly likely
for jurisdictions with significant trade relations
with the EU, as introducing requirements in-
compatible with the AI Act’s requirements for
“high-risk” systems would impose frictions to
trade. We also think there is a significant
chance that these requirements will produce
a de jure effect by becoming the international
gold standard for the responsible develop-
ment and deployment of AI.

A de jure effect is more likely for China than
for the US, as China has chosen to adopt
many EU-inspired laws in the past. However,
China is unlikely to include individual protec-
tions from state uses of AI. Further, China has
already adopted some new AI regulation,
somewhat reducing the opportunity for a de
jure effect.

We are more likely to see a Brussels Effect
than aWashington or Beijing Effect

The US is unlikely to implement more strin-
gent legislation than the EU, making a Wash-
ington Effect unlikely. Beijing will struggle to

create a de facto Beijing Effect as companies
often already offer products specifically for
the Chinese market, though there could be a
de facto Beijing Effect through Chinese firm
exports. There is some chance that we see a
de jure Beijing Effect with regard to countries
that share the Chinese Communist Party’s
regulatory goals.

Implications

EU policymakers and other actors with an in-
terest in AI regulation should take especially
great care to ensure the EU’s regulatory re-
gime addresses risks from AI, since the re-
gime may diffuse across the world. It is espe-
cially important, for instance, to ensure that
EU AI regulation is future-proof and can be ad-
apted to a world of increasingly transformat-
ive AI capabilities.

Policymakers worldwide should expect their
jurisdictions to experience a partial de facto
Brussels Effect. As a result, they – and non-EU
AI companies – might want to increase parti-
cipation in the EU regulatory process. They
may also face incentives to ensure that their
regulation is compatible with the EU’s regime.

The global AI field should invest in certain re-
search topics – including explainability, fair-
ness, transparency, robustness, and human
oversight – to help guide the EU’s regulatory
efforts. The proposed regulation should be
seen as a rallying cry to engage with policy-
makers and produce the research needed to
support the development and enforcement of
useful standards.

Finally, regulators and standard setters bey-
ond the EU legislative process should take
note. Higher prospects of an AI Brussels
Effect might suggest that other rules and
standards for AI could diffuse globally. This in-
cludes Californian AI regulation affecting US
federal regulation – a “California Effect” – and
standards set by organisations such as the
ISO, NIST, and the IEEE having a global effect.
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STRUCTURE OF THE REPORT

We have aimed to make the report modular. We encourage readers to skip to the sections they
expect to find most informative.

The introduction summarises the EU’s upcoming regulatory regime for AI, as well as the rest of
the report.

Section 2 concerns the de facto Brussels Effect: whether firms outside the EU will voluntarily
comply with EU AI regulation. It outlines the core mechanisms of de facto diffusion and assesses
its likelihood, for various kinds of AI systems and requirements in the proposed AI Act.

Section 3 concerns the de jure Brussels Effect: whether other jurisdictions will adopt EU-like reg-
ulation. It outlines the core mechanisms of de jure diffusion and assesses its likelihood.

The appendix details three relevant case studies of the Brussels Effect: the EU’s regulatory re-
gime for data privacy, its product liability regime, and its product safety scheme (including CE
marking).

Table 1 summarises the EU Commission’s proposed AI Act.

Table 2 summarises our conclusions on the likelihood that various parts of the proposed AI Act
will produce a Brussels Effect.
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AI
artificial intelligence

GDPR
General Data Protection Regulation

GAN
generative adversarial network

AIA
EU AI Act

GMO
genetically modified organism

B2B
business-to-business

HLEG
High-level expert group

B2C
business-to-consumer

ICT
information and communications technology

CoE
Council of Europe

OMB
Office of Management and Budget (a US
government agency)

DPC
Data Protection Commission

PLD
Product Liability Directive

EC
European Commission

QMS
quality management system

EU
European Union RoHS

Restriction of Hazardous Substances directive

DMA
Digital Market Act

PET
privacy-enhancing technologies

DSA
Digital Services Act

PSD
Product Safety Directive

DPD
Data Protection Directive

PNR
passenger name record

EMAS
Eco-Management and Auditing Scheme

REACH
Registration, Evaluation, Authorisation and
Restriction of Chemicals regulation

GAFAM
Google, Apple, Facebook, Amazon, and Microsoft SME

small-to-medium enterprise

CE
Conformité Européenne (the European conformity
marking for “safe” products)

ISO
International Organization for Standardization

CEN
European Committee for Standardization

MRA
Mutual Recognition Agreement on Conformity
Marking

CENELEC
European Committee for Electrotechnical
Standardization

MSA
market surveillance authority
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1.1. The EU’s Upcoming
Regulatory Regime for AI

Over the past two years, the European Com-
mission (“the Commission” below) has pro-
posed a number of updates and additions to
EU regulation5 that will likely have significant
impact on the AI industry.6 These include the AI
Act7 (the primary focus of this report), updates
to the EU liability regime, the Digital Market Act
(DMA), and the Digital Services Act (DSA). The
Commission has not yet proposed liability up-
dates. It may take 1–2 years before the AI Act
has been finalised in negotiations between the
Parliament and Council. The Digital Markets
Act and the Digital Services Act are both ex-
pected to be formally adopted in the summer
of 2022.

1.1.1. The Digital Market Act and the Digital
Service Act

In December 2020, the Commission presen-
ted their proposed Digital Market Act and Di-

gital Services Act.8 These acts jointly seek to
rein in the power of big tech companies and
make digital markets more competitive.9 They
are expected to be formally adopted in the
summer of 2022, following adoption by the
Parliament in July 2022.10

The DMA would prohibit some practices of
“gatekeeper” companies, such as self-pref-
erencing their products in search results, and
would restrict gatekeepers’ ability to reuse
personal data across platforms. Most big
tech companies are expected to be con-
sidered gatekeepers.11 Without removing or
amending existing EU competition law, the
DMA adds new rules which consider certain
actions unfair ex ante, before the fact. This is
a break with the current competition law re-
gime which requires investigations into
whether there has been a breach of compet-
ition law after some potential breach has
been committed. The DMA will also require
companies to report upcoming mergers and
acquisitions to the Commission, though it

1. Introduction

5 We speak of regulation to mean all regulatory instruments. Regulation is also one legal instrument of the EU, which is directly translated into
national law. In contrast, directives are legislative acts that set out the goals that all member states must achieve, while preserving the freedom of
member states to decide how to achieve those goals best. The AI Act is a proposed piece of regulation; other future legislation could be in the
form of a directive, e.g. for AI liability rules.

6 A more thorough overview and history can be found in Mark Dempsey et al., “Transnational Digital Governance and Its Impact on Artificial Intelli-
gence,” in The Oxford Handbook of AI Governance, ed. Justin Bullock et al. (Oxford University Press, May 19, 2022)

7 European Commission, “Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial
Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts COM/2021/206 Final,” CELEX number: 52021PC0206, April
21, 2020

8 European Commission, “Proposal for a Regulation of the European Parliament and of the Council on Contestable and Fair Markets in the Digital
Sector (Digital Markets Act) COM/2020/842 Final,” CELEX number: 52020PC0842, December 15, 2020; European Commission, “Proposal for a
Regulation of the European Parliament and of the Council on a Single Market for Digital Services (Digital Services Act) and Amending Directive
2000/31/EC COM/2020/825 Final,” CELEX number: 52020PC0825, Dec,15,2020.

9 Aline Blankertz and Julian Jaursch, “What the European DSA and DMA Proposals Mean for Online Platforms,” Brookings, January 14, 2021.
10 Both proposals were adopted by the European Parliament in July 2022. They are expected to be formally adopted by Council and published in

the EU Official Journal. European Parliament, “Digital Services: Landmark Rules Adopted for a Safer, Open Online Environment,” May 7, 2022;
European Parliament, “Digital Markets Act: EP Committee Endorses Agreement with Council,” May 16, 2022; European Parliament, “Digital Ser-
vices Act: Agreement for a Transparent and Safe Online Environment,” April 23, 2022.

11 “‘Gatekeeper’ platforms with a turnover of at least €6.5bn; activities in at least 3 EU countries; at least 45 million monthly active end-users and
10,000 yearly active business users (both in the EU); having met these thresholds in the last three years. Alternatively, an investigation can determ-
ine applicability.” Blankertz and Jaursch, “What the European DSA and DMA Proposals Mean for Online Platforms.”
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does not give the Commission new powers
to block them.

The DSA focuses specifically on content mod-
eration on large platforms, mainly those with
more than 45 million EU users.12 It will con-
tinue to be the case that platforms are not
sanctioned for having illegal content on their
websites, but there are new obligations to try
to find such content and to remove it if found.
The DSA will also include provisions requiring
companies to disclose some details of how
their content moderation algorithms work,
how they decide what content to remove, and
how advertisers are targeting users.

Though we focus on the AI Act and changes to
liability in this report, as these are directly
aimed at regulating AI systems, the impacts of
the DMA and DSA on the global AI industry
may be significant. Those acts could more sig-
nificantly impact how big technology compan-
ies deploy AI systems in Europe than the AI Act
will. We encourage others to explore whether
the DMA and DSA would lead to a de facto
and/or de jure Brussels Effect as some have
suggested.13

We hypothesise that much of the DMA and
DSA will not have a strong de facto Brussels
Effect, as the costs of differentiation, e.g. im-
plementing different pricing strategies in
different jurisdictions, might be low and be-
cause the benefits of behaviour in breach of
the proposed legislation may be significant.
However, there may be a significant de facto
effect with regard to mergers and acquisitions,
as the Commission has powers to block global
mergers if the merging parties have sufficient
turnover in the EU.14 The disclosure require-
ments introduced by the DSA15 could exhibit a

de facto effect, so long as it does not require
disclosure of information that could be particu-
larly detrimental to the company. For example,
if Google were to release their model for
search in full, that could make it possible to ex-
ploit the algorithm using search engine optim-
ization to place one’s website high in the
search results without that website being what
the user is looking for. In such a situation,
Google might be forced to keep separate al-
gorithms for EU and non-EU markets. There
might also be a significant de jure effect con-
sidering increasing interest among US legislat-
ors in updating US antitrust laws, including
proposals with new ex ante regulatory require-
ments for big tech companies, similar to the
DMA.16 Further, the UK is currently considering
adopting a Digital Markets Bill, which shares
many features of the DMA.17

1.1.2. The AI Act

In April 2021, the EU Commission published
its AI Act (AIA) proposal.18 It may take 1–2
years before the bill has been finalised in ne-
gotiations between the Parliament and
Council. The AI Act takes a risk-based ap-
proach, classifying AI systems as creating
unacceptable, high, limited, or minimal risk.
The level of risk is judged by the likelihood
that the system may harm specific individu-
als,19 potentially violating their fundamental
rights. The requirements imposed on sys-
tems are related to the level of risk, ranging
from prohibitions to the voluntary adoption
of codes of conduct. The AIA proposes pro-
hibitions on AI applications that pose “unac-
ceptable risks”, including “real-time” remote
biometric identification systems used by gov-
ernments. It requires conformity assess-
ments for “high-risk” AI systems, such as

12 European Commission, “Proposal for a Regulation of the European Parliament and of the Council on a Single Market for Digital Services (Digital Services
Act) and Amending Directive 2000/31/EC COM/2020/825 Final.”

13 Anu Bradford, “The Brussels Effect Comes for Big Tech,” December 17, 2020; Alex Engler, “The EU AI Act Will Have Global Impact, but a Limited Brussels
Effect,” Brookings, June 8, 2022.

14 Anu Bradford, The Brussels Effect: How the European Union Rules the World (Oxford University Press, 2020).
15 See European Commission, “Proposal for a Regulation of the European Parliament and of the Council on a Single Market for Digital Services (Digital

Services Act) and Amending Directive 2000/31/EC COM/2020/825 Final”, articles 13, 23, 24.
16 Senate Republican Policy Committee, “Big Tech Gets Bigger, Calls for Antitrust Changes Get Louder,” Senate RPC, November 18, 2021.
17 DCMS and BEIS, “A New pro-Competition Regime for Digital Markets - Government Response to Consultation, Command Paper: CP 657,” May 6, 2022.
18 AI Act.
19 That is, it does not seek to mitigate small harms that afflict a large number of people.

INTRODUCTION
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some AI systems deployed in worker man-
agement, critical infrastructure operation,
border control, remote biometric identifica-
tion, medical devices, machinery, and other
areas.20 Certain limited-risk AI systems need
to comply with transparency rules, requiring
that users are made aware e.g. if they are en-
gaging with AI-generated content that may
appear authentic such as chatbots or deep-
fakes. All other AI systems, termed “minimal
risk”, face no additional obligations, though
providers are encouraged to follow voluntary
codes of conduct. We summarise the pro-
posed AI Act in Table 1.

The draft legislation builds on years of policy
efforts in the EU, including the Commission’s
AI Whitepaper in February 2020 and the
High-level expert group’s AI Ethics
Guidelines in April 2019.21 The proposed AI
Act is expected to enter into force in a few
years after being negotiated and amended
by the European Parliament and the Council
of the European Union.

The proposed AIA prohibits the following
uses of AI: (i) systems that deploy “subliminal
techniques” or use vulnerabilities of a specific
group22 to materially distort their behaviour
such that they cause harm or are likely to do
so to themselves or other persons, (ii) the use
of “social scores” by public authorities or on
their behalf, and (iii) the use of ‘real-time’ re-
mote biometric identification systems in pub-
licly accessible spaces for the purpose of law
enforcement” with a small number of excep-
tions.23 There is significant uncertainty about
how to interpret the ban on subliminal tech-
niques, e.g. when a group’s vulnerability has
been used, and what level of harm to an indi-

vidual is required.24 Thus, it is not clear
whether recommender systems and al-
gorithms used in social media news feeds
could be prohibited under the regulation.25

Such systems could avoid the prohibition be-
cause companies are not held liable for harm
caused by content on their platforms that has
been posted by others, but this is not yet
clear. Further, ambiguity on whether e.g. the
Google search algorithm would be con-
sidered manipulative would likely impose
large costs to tech companies, as these com-
panies have already pointed out.26

The Commission’s proposal classifies some
AI systems as high-risk.27 Producers of such
systems are obligated to go through a con-
formity assessment to ensure they comply
with certain standards before they are put on
the EU market. Systems identified as high-
risk are firstly those that are safety compon-
ents in or constitute products in domains that
are already covered by 12 EU product safety
regulations and that require third party con-
formity assessments. The full list is available
in Annex II, Section A, and most notably in-
cludes medical devices (including those for
in vitro diagnostics), toys, and machinery. For
these products, the AI Act proposes that ex-
isting product safety regulation be updated
such that it ensures compliance also with the
AI Act, to reduce regulatory complexity.28

There is also a list of seven additional product
safety regulations listed in Annex II, Section B,
covering e.g. aviation and cars, where the AI
Act introduces no new requirements for pro-
ducers.29 However, in the recitals accompany-
ing the AI Act, the Commission suggests that
“the ex-ante essential requirements for high-
risk AI systems set out in this proposal will

INTRODUCTION

20 See AI Act, annex II. When we refer to “high-risk” AI systems throughout this report, we simply refer to the Commission’s definition.
21 European Commission, Ethics Guidelines for Trustworthy AI (Publications Office of the European Union, 2019).
22 Due to “their age, physical or mental disability.”
23 AI Act, title II, art. 5.
24 Michael Veale and Frederik Zuiderveen Borgesius, “Demystifying the Draft EU Artificial Intelligence Act — Analysing the Good, the Bad, and the Unclear

Elements of the Proposed Approach,”Computer Law Review International 22, no. 4 (August 1, 2021): 97–112. It has also been criticised for excluding forms
of manipulation. Dan Taylor, “Op-Ed: The EU’s Artificial Intelligence Act Does Little to Protect Democracy,” Tech.eu, March 14, 2022.

25 Facebook, “Response to the European Commission’s Proposed AI Act,” August 6, 2021; Will Douglas Heaven, “This Has Just Become a Big Week for AI
Regulation,” MIT Technology Review, April 21, 2021.

26 Facebook, “Response to the European Commission’s Proposed AI Act”; Google, “Consultation on the EU AI Act Proposal,” July 15, 2021.
27 AI Act, annex III(1).
28 In addition to this, the Commission started a process of renewing the EU’s General Product Safety Regulation in June 2021. European Parliament,

“General Product Safety Regulation,” Legislative Train Schedule European Parliament, June 23, 2022; European Parliament, “2021/0170(COD),” 2021.
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have to be taken into account when adopting
relevant implementing or delegated legisla-
tion under those acts.”30

The AI Act lists additional high-risk uses of AI
in Annex III. This list includes remote biomet-
ric identification and categorisation, admis-
sion or grading in education, management
and operation of critical infrastructure, law
enforcement, and certain aspects of employ-
ment and worker management. The category
of AI used for “employment, worker manage-
ment, and access to self-employment oppor-
tunities,” appears particularly sizable and
fast-growing:31 it likely includes nearly all gig
economy companies, ranging from new ride-
hailing companies (e.g. Uber and Bolt) to the
collection of errant e-scooters (e.g. Bolt, Bird,
and Lime), delivery companies (e.g. Deliv-
eroo, Foodora, and Just Eat), and various
other freelancing platforms (e.g. Fiverr,
Amazon Mechanical Turk, and TaskRabbit).
Further, it will likely apply to the growing in-
dustry of software for staff scheduling and
hiring, often referred to as workforce man-
agement.

Further, there will be many systems in the fin-
ancial sector that determine “[a]ccess to and
enjoyment of essential private services … ser-
vices and benefits.” Critical infrastructure sys-
tems include road traffic, gas, water, heating,
and electricity. Remote biometric identifica-
tion does not seem to cover facial recognition
systems used in place of signatures,32 though
it will likely apply to automatic tagging of pho-
tos by e.g. Google or Facebook. High-risk sys-
tems also include a number of government
uses of AI, including certain uses in law en-
forcement, border control and migration, the
courts, and social benefit allocation.33 For
more details, see Table 1.

29 AI Act, art. 2 §2. Though Article 84 will still apply, which refers to the EU Commission’s responsibilities to review and evaluate the AI Act at certain
intervals, Article 84 §7 suggests that such a review could result in the Commission recommending legislation be introduced to have the rest of the AI
Act’s requirements apply to these Old Approach product safety regulations.

30 AI Act, recitals, 1.2.
31 For example, the ride-hailing and food-delivery markets both garnered 150 million users in Europe in 2021 and are expected to see significant

growth in the coming few years. The food-delivery app market is estimated to grow by 10% annually. David Curry, “Taxi App Revenue and Usage
Statistics (2022),” Business of Apps, November 10, 2020; David Curry, “Food Delivery App Revenue and Usage Statistics (2022),” Business of
Apps, October 29, 2020; Deloitte LLP, “Delivering Growth,” Deloitte United Kingdom, November 26, 2019, 8.

32 European Commission, “Speech by Executive Vice-President Vestager at the Press Conference on Fostering a European Approach to Artificial
Intelligence,” April 21, 2021.

33 For more, see AI Act, annex III.
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CATEGORY SCOPE REQUIREMENTS SANCTIONS

Unacceptable
Risk: Prohibited
(Title II)

· Subliminal techniques or exploiting
vulnerabilities of specific populations
which cause harm

· “Social scores” used by public authorities
or on their behalf

· Real-time remote biometrics in public
spaces used by law enforcement (with
some exceptions)

These uses are prohibited. Fines up to 6% of global
revenue or 30mn euros,
whichever is higher

High-Risk
Systems:
Conformity
Assessment
(Title III)

Annex II:
· AI systems that are products or safety

components of products covered by 12
product safety regulation regimes and that
require third party conformity assessments,
including medical devices (including for in
vitro diagnostics), toys, and machinery.

Annex III:
· Remote biometric identification and

categorisation of natural persons (e.g. a
system classifying the number of people of
different skin tones walking down a street)

· Management and operation of critical
infrastructure (road traffic and the supply of
water, gas, heating, and electricity)

· Education and vocational training, where
systems are used for e.g. admission and
grading

· Employment, worker management, and
access to self-employment opportunities,
including systems that make or inform
decisions about hiring, firing, and task
allocation

· Access to and enjoyment of essential
private services and public services and
benefits

· Specific uses of law enforcement
· Specific uses in migration, asylum, and

border control management
· Administration of justice and democratic

processes, in particular when used to
research and establish facts or applying the
law to some facts

Providers of high-risk
systems must perform a
conformity assessment to
make sure that they are
compliant with requirements
including:
· Risk management system
· Data requirements
· Technical documentation
· Record-keeping
· Transparency on the

system’s functioning
· Human oversight
· Accuracy, robustness, and

cybersecurity
· Post-market monitoring

Fines up to 4% of
global revenue or
20mn euros,
whichever is higher,
for everything except
the data requirements,
where the same fines
apply as for the
prohibited systems

Limited Risk:
Transparency
Obligations
(Title IV)

· AI systems interacting with natural persons
· Emotion recognition systems or biometric

categorisation systems
· AI system that generates or manipulates

image, audio, or video content that appears
real

Notify the user that they
are engaging with an AI
system

Fines up to 4% of global
revenue or 20mn euros,
whichever is higher

Minimal Risk:
Voluntary
Codes of
Conduct
(Title IX)

All AI systems that are not either
prohibited or high-risk

Providers can choose to
comply with voluntary
codes of conduct. The
Commission and Member
States will encourage the
creation and voluntary
compliance with these
codes.

Not applicable as there
are no requirements.

34 Inspired by the graphic in Eve Gaumond, “Artificial Intelligence Act: What Is the European Approach for AI?,” Lawfare, June 4, 2021.

Table 1: A summary of the EU Commission’s proposed AI Act.34
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35 AI Act, art. 73.
36 Other notable clauses state “Human oversight shall aim at preventing or minimising the risks to health, safety or fundamental rights that may emerge

when a high-risk AI system is used in accordance with its intended purpose or under conditions of reasonably foreseeable misuse, in particular when
such risks persist notwithstanding the application of other requirements set out in this Chapter” as well as the individual overseeing the system’s
functioning being “able to intervene on the operation of the high-risk AI system or interrupt the system through a ‘stop’ button or a similar procedure.”

37 AI Act, title III, chapter 2.
38 However, Veale and Borgesius argue that the transparency obligation may be unenforceable. Market surveillance authorities will struggle to find the

undisclosed deepfakes, especially if there are limited routes for citizens to file complaints. Veale and Borgesius, “Demystifying the Draft EU Artificial
Intelligence Act — Analysing the Good, the Bad, and the Unclear Elements of the Proposed Approach.” See also AI Act, title IV.

39 AI Act, art. 71

ing deployers to inform users if their system
(i) interacts with humans, (ii) is used to detect
emotions or determine association with (so-
cial) categories based on biometric data, or
(iii) generates or manipulates content, e.g.
deepfakes or chatbots.38

All other AI systems, termed “minimal risk”,
face no additional obligations, though pro-
viders are encouraged to follow voluntary
codes of conduct. The proposed AI Act tasks
the Commission and member states with en-
couraging and facilitating the drawing up of
voluntary codes of conduct.

The AI Act includes clauses to promote com-
pliance. Member states are, according to the
AI Act, obligated to designate or create mar-
ket surveillance authorities (MSAs) to oversee
and ensure the implementation of the regula-
tion, with significant powers to request in-
formation from providers of AI systems. Non-
compliance with the AI Act would come with
significant fines. Breaching the prohibitions or
the data governance requirements for high-
risk systems can produce fines of up to 30 mil-
lion euros or 6% of global annual turnover,
whichever is higher. Non-compliance with all
other requirements in the AI Act may have the
actor incur up to 20 million euros or 4% of
global annual turnover, whichever is higher.39

Regulatory Costs of the AI Act

Though it is exceedingly difficult to predict
the costs imposed by new regulation, there
have been attempts to estimate them.
These regulatory costs consist of compli-
ance costs, which are those associated
with meeting the requirements, and verific-
ation costs, those associated with being
able to evidence compliance.

The list of high-risk AI systems can be up-
dated over time. The EU Commission can add
additional uses to the list in Annex II, so long
as they are under the eight categories out-
lined in the annex (e.g. education, law en-
forcement, and biometric identification) and
the use poses similar risks to the uses cur-
rently on the list.35

In the Commission’s proposed AI Act, produ-
cers of high-risk AI systems have to comply
with specific standards and procedures be-
fore putting the products on the EU market,
after which they must add the CE mark to
their product. Producers of high-risk systems
would be required to have a risk manage-
ment system that includes identifying and
analysing risks, post-market monitoring, im-
plementing suitable risk management
measures, and communicating residual
risks to users. Moreover, producers are re-
quired to eliminate or reduce risks through
adequate product design and development.
In addition, they need to conform to require-
ments for data governance, technical docu-
mentation, and record-keeping. Producers
should also integrate human oversight into
their products, such as with human-machine
interface tools, for example to ensure that
individuals overseeing the system “fully un-
derstand the capacities and limitations of
the high-risk AI system and be able to duly
monitor its operation”.36 Finally, the AI Act
proposes requirements for accuracy, ro-
bustness, and cybersecurity of AI systems.
This includes both resilience to errors and
to attempts by unauthorised parties to alter
the system’s use or performance by exploit-
ing vulnerabilities, including via data poison-
ing, adversarial examples, or model flaws.37

For “limited-risk” systems, the Commission’s
proposed AI Act includes provisions requir-
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40 AI Act, art. 10 (3). Microsoft, Google, Facebook, and DeepMind (part of Google) maintained in their submissions to the EU AI Act consultation that in
certain cases this data requirement is unnecessary, and in others, impossible.

41 AI Act, recitals, 44
42 La Présidence Française du Conseil de l’Union européenne, “Proposition de Règlement Du Parlement Européen et Du Conseil établissant Des Règles

Harmonisées Concernant L’intelligence Artificielle (législation Sur L’intelligence Artificielle) et Modifiant Certains Actes Législatifs de l’Union - Texte de
Compromis de La Présidence - Articles 16-29.”

43 European Commission, “Commission Staff Working Document Impact Assessment Accompanying the Proposal for a Regulation of the European
Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Le-
gislative Acts SWD/2021/84 Final,” CELEX number: 52021SC0084, April 21, 2021, 67–70.

44 European Commission, 66.
45 See European Commission, “Commission Staff Working Document Impact Assessment Accompanying the Proposal for a Regulation of the European

Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Le-
gislative Acts SWD/2021/84 Final.”

46 Andrea Renda et al., “Study to Support an Impact Assessment of Regulatory Requirements for Artificial Intelligence in Europe Final Report (D5)” (Lux-
embourg: European Commission, April 2021), Chapter 4.

47 See European Commission, “Commission Staff Working Document Impact Assessment Accompanying the Proposal for a Regulation of the European
Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Le-
gislative Acts SWD/2021/84 Final.” The Inception Impact Assessment from June 2021 also clearly communicates these aims.

of the requirements are already being com-
plied with.44 Further, these costs could fall
over time because a significant proportion
of the compliance and verifications costs
will only be paid once.45 They could also be
reduced further if the AI Act reduces the
net regulatory complexity of deploying AI
systems, which are already regulated by
existing rules that may be overlapping or
otherwise inappropriate for AI systems.

The total cost could also be higher than the
Commission’s estimate. First, these estimates
only focus on the cost imposed on high-risk AI
systems, excluding regulatory costs as a res-
ult of voluntary codes of conduct and trans-
parency requirements for e.g. chatbots. How-
ever, one might reason that the voluntary
codes will only be followed should it look like
a sound business decision and that the trans-
parency requirements will impose small costs.
Second, the study commissioned by the Com-
mission before the draft AI Act was released
finds higher regulatory costs of up to 17% of
high-risk systems’ development costs.46

1.1.3. Updated Liability Rules

In addition to the AI Act, the Commission
seeks to adopt liability rules for AI products.
In 2021, the Commission stated its intention
to propose regulation either via an update
of the Product Liability Directive (PLD) or by
separately harmonising aspects of the na-
tional civil liability framework regarding cer-
tain AI systems in the first quarter of 2022.47

While the EU hopes to reduce the regulatory
costs of operating AI systems in the EU, the
AI Act, in the form suggested by the EU Com-
mission, could be costly. For example, many
commentators have pointed to the impractic-
ability of Article 10§3, which states that “train-
ing, validation and testing data sets shall be
relevant, representative, free of errors and
complete.”40 Meeting such a requirement
could be incredibly costly as it is nearly im-
possible to ensure that a dataset is free of er-
rors or complete. No dataset is perfect. How-
ever, there are indications that this
requirement will be different in the final bill.
The recitals that accompanied and contextu-
alised the EU Commission’s draft AI Act in-
clude a weaker, more practicable version of
the statute: “Training, validation and testing
data sets should be sufficiently relevant, rep-
resentative and free of errors and complete
in view of the intended purpose of the sys-
tem” [our emphasis].41 Further, the French
presidency of the EU Council proposed
changes to the AI Act in early 2022, wherein
datasets would need only be e.g. free of er-
rors “to the best extent possible.”42

The Commission’s impact assessment es-
timates that the AI Act would impose addi-
tional regulatory costs of 6–10% to invest-
ments in developing high-risk AI systems
(including the cost of verifying compli-
ance),43 suggesting that prices for EU
products may rise by the same amount.
The Commission says this represents the
“theoretical maximum costs” imposed on
high-risk systems, as it assumes that none
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1.2. Will We See a Brussels
Effect for the EU AI Regulatory
Regime?
Having described the contours of the up-
coming EU regulation of AI above, we now
summarise the mechanisms that may lead to
de facto and de jure Brussels Effects, and
their plausibility for upcoming EU AI regula-
tion.

Some clarifications could be helpful at this
point. Throughout the report, we use “Brus-
sels Effect” to simply refer to regulatory diffu-
sion from the European Union. We do not
limit our discussion to diffusion that occurs
solely due to market forces. We also do not
treat regulatory diffusion as an all-or-nothing
phenomenon – we allow for degrees of diffu-
sion. Further, we focus primarily on the EU
Commission’s April 2021 proposed AI Act.
For the most part, we do not consider
whether proposed amendments from the EU
Parliament and Council to the Commission’s
draft may differ in their propensity for a Brus-
sels Effect. Further, we do not look closely at
the chance of a Brussels Effect from the re-
cently passed Digital Services Act and Digital
Markets Act. We encourage others to pursue
that work, in particular as these bills could
have a large impact on how some of the
world’s most widely interacted with AI sys-
tems are developed and deployed.48

We also contribute to the conceptual under-
standing of the drivers of regulatory diffu-
sion. While similar factors of the Brussels
Effect have been introduced in Bradford
(2020), we either generalise or disentangle
each of Bradford’s factors into 2–4 compon-
ents.49

1.2.1. De Facto Brussels Effect

A de facto Brussels Effect occurs when com-
panies voluntarily comply with EU regulation
in non-EU jurisdictions without those jurisdic-
tions requiring it. As with all jurisdictions,
when the EU introduces new rules, multina-
tional companies face two decisions. First,
they must decide whether to remain in the
EU market. New regulation could sufficiently
reduce the market size and profit margins to
make operating in the EU market unprofit-
able. Second, assuming firms stay in the EU
market, they must decide whether to comply
with the new regulation internationally or
offer two different products: one EU-compli-
ant and one non-EU-compliant.50 We use the
term “differentiation” to refer to offering
different products for different jurisdictions,
and “non-differentiation” for offering an EU-
compliant product outside the EU. A de facto
Brussels Effect has occurred if firms stay in
the EU market and sell EU-compliant
products worldwide (see Figure 1).51 Note
that throughout the report, we refer to
products and services simply as products.

This section summarises section 2 of this re-
port, describing the mechanisms by which a
de facto Brussels Effect can occur and our
high-level conclusions on its plausibility with
regard to the EU’s forthcoming regulatory re-
gime.

INTRODUCTION

48 As discussed in Engler, “The EU AI Act Will Have Global Impact, but a Limited Brussels Effect.”
49 See also the introduction of section 2 for more detail.
50 Though note that these two decisions will in reality be made at the same time. Firms need not prefer both differentiation and non-differentiation to

leaving in order to choose to stay in the market.
51 Technically, multinational companies are also a requirement for a de facto Brussels Effect (§2.1.2). If all firms in the industry only sell nationally, which is,

for instance, the predominant case in the metal industry, a de facto Brussels Effect will never occur. For the particular example of the metal industry and
regulation – wherein the local industry did not exhibit a de facto Brussels Effect. David Hanson,CEMarking, Product Standards andWorld Trade (Edward
Elgar, 2005),
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Figure 1: De facto Brussels Effect decision tree. A de facto Brussels Effect occurs when (i) the EU puts in place
legislation that is more stringent than other jurisdictions, (ii) the company decides to stay in the EU market, and (iii)
decides to adopt the regulation outside the EU.

Building on52 Anu Bradford’s 2020 book The
Brussels Effect53 and 2012 paper by the
same name,54 we consider five determining
factors of the de facto Brussels Effect:

(i) Favourable market properties – The larger
the absolute EU market, the more likely
companies will stay in the market despite
the legislation. The larger the relative EU
market, the more likely companies will sell
EU-compliant rather than non-EU-compli-
ant products outside the EU. The more the
market is oligopolistic and consists of mul-
tinational firms, the more likely is de facto
regulatory diffusion. (See section 2.1.)

(ii) Stringency – The EU regulation must be
more stringent than other jurisdictions’
regulations, at least on some dimensions,
for the de facto Brussel Effect to occur.
(See section 2.2.)

(iii) Regulatory capacity – This concerns a jur-
isdiction’s expertise and capacity to pro-
duce well-crafted legislation, ideally earlier
than other jurisdictions, and to sanction
non-compliance. Well-crafted legislation
lowers the regulatory costs and increases
the likelihood that companies comply with
the regulation and that customers value
EU-compliant products, while ideally meet-
ing the same regulatory goals. We refer to
the sum of compliance and verification
costs as regulatory costs, where compli-

ance costs are those associated with meet-
ing the requirements of the regulation and
verification costs are those associated with
showing and documenting that this is the
case. (See section 2.3.)

(iv) Inelasticity within and outside the EU – De-
mand and supply, both within and outside
the EU, need to be relatively inelastic, such
that the market size does not shrink in re-
sponse to the regulation, e.g. due to negat-
ive changes to price, cost, or quality result-
ing from the new regulation. Low elasticity
within the EU in response to the new rules
increases the chance of companies re-
maining in the EU, while low elasticity out-
side the EU in response to EU-compliant
products increases the chance of non-
differentiation. (See section 2.4.)

(v) Costs of differentiation – The costs of
differentiation being higher than those of
non-differentiation increases the likeli-
hood of a de facto effect. It can be more
costly to choose differentiation – main-
taining both EU-compliant and non-EU-
compliant products – as it might come
with higher fixed and variable regulatory
costs, and duplication costs associated
with maintaining two separate products
rather than one. (See section 2.5.)

We argue in section 2.6 that a de facto Brus-
sels Effect for at least some of the EU’s AI

52 We summarise how our proposed framework differs from Bradford’s in section 2.
53 Bradford, The Brussels Effect: How the European Union Rules the World.
54 Anu Bradford, “The Brussels Effect,” Northwestern University Law Review 107 (Northwestern University School of Law, 2012).
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regulation is likely. High-risk systems deployed
by multinational companies seem particularly
likely to see a de facto effect. These systems
include those used in products covered by ex-
isting EU product safety regulation such as ma-
chinery and medical technology.55 They could
also include systems used for worker manage-
ment and hiring, remote biometric identifica-
tion systems, and legal tech, especially if com-
pliance with EU requirements becomes seen
as a strong signal of product trustworthiness.
Foundation models could see a de facto effect
if it turns out to be difficult to comply with the
regulation without making fundamental
changes to those systems and if the market for
high-risk systems grows significantly. A de
facto effect is more likely for some require-
ments of high-risk systems, such as those re-
garding setting up risk management systems,
record-keeping, and making the system’s func-
tioning sufficiently transparent, as well as ac-
curacy, robustness, and cybersecurity require-
ments.

Transparency requirements, such as for e.g.
AI systems producing content that may ap-
pear authentic, could see a de facto effect, as
extending compliance beyond the EU would
likely be cheap and because customers might
appreciate the transparency. On the other
hand, the cost of differentiation is likely to be
low. The AI Act’s prohibitions are unlikely to
see a de facto effect, though they could have
a weak effect by changing norms in other jur-
isdictions about the acceptability of such sys-
tems.

1.2.2. De Jure Brussels Effect

There is a de jure Brussels Effect if foreign
jurisdictions adopt rules influenced by EU
regulation. We analyse four channels for the
diffusion of EU AI regulation.

1.BlueprintAdoptionChannel– Foreign jurisdic-
tions adopt the EU regulation voluntarily as they
believe the legislation will meet their regulatory
goals. This may be because of imitation before
the results of the regulation are known, e.g. be-
cause EU regulations are usually well-crafted
due to the EU’s regulatory expertise and capa-
city, or it could be a result of learning, with non-
EU jurisdictions adopting the regulation once
positive results are seen. (See section 3.1.)

2. Multilateralism Channel – The EU pro-
motes its regulation in multilateral and bilat-
eral negotiations and institutions. For in-
stance, EU product safety standards are
regularly promoted in and influence work at
the International Organization for Standardiz-
ation (ISO).56 (See section 3.2.)

3.De Facto Channel – Subjected to a de facto
Brussels Effect, multinational companies may
be put at a disadvantage in non-EU markets
compared to national companies operating
only in the non-EU market. Therefore, multina-
tional companies are incentivised to lobby le-
gislators in non-EU jurisdictions to adopt EU-
equivalent standards. For such jurisdictions,
the cost of adopting such standards is also
lower, as some companies are already com-
plying with them. (See section 3.3.)

4. Conditionality Channel – EU trade require-
ments, extraterritoriality (that is, when the
legal power of a jurisdiction is extended bey-
ond its territorial boundaries), and economic
pressure encourage other countries to adopt
EU-equivalent regulation. (See section 3.4.)

The Blueprint Adoption Channel is plausible for
AI because of the EU’s first mover advantage,
the Commission’s active promotion of their AI
regulation,57 and the diffusion of the EU’s AI
policy narrative over the last three years.58 This
channel seems most likely to impact jurisdic-

55 Listed in AI Act, annex II.
56 Reasons cited are the first mover advantage. Moreover, the outsized influence in health and safety standards might also come from the more hierarchical

regulatory structure of the EU compared to the US. Abraham L. Newman and Elliot Posner, “Putting the EU in Its Place: Policy Strategies and the Global
Regulatory Context,” Journal of European Public Policy 22, no. 9 (October 21, 2015): 1316–1335. See for instance: Deborah Hairston, “Hunting for Har-
mony in Pharmaceutical Standards,” Chemical Engineering 104, no. 20 (1997); Annika Björkdahl et al., eds., Importing EU Norms Conceptual Framework
and Empirical Findings, vol. 8, United Nations University Series on Regionalism 8 (Springer International Publishing, 2015), 122.

57 This includes the “International Alliance on Trustworthy AI”. However, it might be too early to evaluate the extent of the Commission’s promotion.
58 See AccessNow report: Daniel Leufer and Laureline Lemoine, “Europe’s Approach to Artificial Intelligence: How AI Strategy Is Evolving” (accessnow,

December 2020). Note however that it is difficult to distinguish between the EU regulation causing other jurisdictions to adopt EU-esque regulation from
the EU and the other jurisdictions simply responding to the same regulatory need.
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on the Chinese state’s uses of AI e.g. for sur-
veillance of its citizens.

Perhaps the most important de jure effect via
the Blueprint Channel would be if the AI Act
sets the global gold standard for what require-
ments a responsible developer and deployer
of risky AI systems ought to fulfil. These re-
quirements seem likely to inspire other jurisdic-
tions, even if they choose to define the riski-
ness of systems differently.

Upcoming EU AI regulation also comprises up-
dates to the liability regime. A de jure Brussels
Effect of the Product Liability Directive (PLD)
(1985) reached more than a dozen countries
through the Blueprint Adoption Channel (ap-
pendix 4.2). At the same time, the PLD did not
lead to significant litigation cases in the EU.
Hence, the de jure Brussels Effect of product
liability could see limited real-world effects.

The Multilateralism Channel is plausible since
the EU has historically influenced standard
setting bodies, such as the ISO. The ISO sets
and seeks to set AI product safety stand-
ards.63 Moreover, bilateral coordination on
technology policy, such as via the US-EU
Trade and Technology Council,64 make such
de jure regulatory diffusion more likely. Taken
together, the US and the EU constitute more
than 50% of the AI market’s spending.65

Hence, they could more effectively push for
their respective AI regulatory agendas if they
cooperate effectively. On the other hand,
there has been an increase in engagement
with international standard setting efforts for
AI from China and the US.66

tions smaller than the US and China for which
compatibility with EU regulation is particularly
important and where there are no large do-
mestic AI companies to oppose the measures. A
de jure Brussels Effect reaching the US federal
level seems much less likely. Historically, there
have been few instances of a de jure Brussels
Effect reaching the US via this channel.59 How-
ever, it does seem plausible that we will see
some regulatory diffusion to US states – notably
California, which has adopted data protection
laws similar to the GDPR – which could affect fu-
ture regulation at the federal level.

A de jure Brussels Effect reaching China via this
channel is plausible due to the country’s ex-
tensive history of adapting regulatory blue-
prints from the EU and United States, though
it might be less likely because the Chinese
government is starting to adopt regulation for
certain AI applications. Chinese legal docu-
ments often reference EU regulation. For in-
stance, data protection legislation; the RoHS
directive, which manages hazardous sub-
stances; the labelling schemes for genetically
modified foods; energy regulation; and the
chemical regulation REACH have been used
as blueprints for Chinese law.60 In 2021, China
adopted the Personal Information Protection
Law, which provides GDPR-like protections for
citizens against private corporations.61 How-
ever, Chinese regulators have recently
charged ahead in some domains, regulating AI
sooner and more stringently than the EU is
likely to with regard to recommender systems
and potentially systems that generate con-
tent.62 Further, de jure regulatory diffusion to
China is likely to be limited to regulation of
private companies, and is unlikely to infringe

59 Bradford, The Brussels Effect: How the European Union Rules the World; Joanne Scott, “Extraterritoriality and Territorial Extension in EU Law,” The
American Journal of Comparative Law 62, no. 1 (January 1, 2014): 87–126; David Vogel, The Politics of Precaution: Regulating Health, Safety, and
Environmental Risks in Europe and the United States, Focus on Climate (Princeton University Press, 2012).

60 See Bradford chapter 5 page 153 for the GDPR; chapter 7 page 225 for the RoHS directive; page 180 for the GMO labelling; page 201, 203 for the
chemical regulation REACH; some toy safety standards page 204; China’s 2008 Anti-Monopoly Law (page 117 and 118); merger rules page 118.
Bradford, The Brussels Effect: How the European Union Rules the World. For more, see also sections 3.1. and 4.2.

61 Though note that it does not afford any protection against state uses of personal data. Lomas, “China Passes Data Protection Law.”
62 Jeffrey Ding, “ChinAI #168: Around the Horn (edition 6),” ChinAI Newsletter, January 9, 2022; Jeffrey Ding, “ChinAI #182: China’s Regulations on

Recommendation Algorithms,” ChinAI Newsletter, May 9, 2022; Helen Toner, Rogier Creemers, and Graham Webster, “Translation: Internet Inform-
ation Service Algorithmic Recommendation Management Provisions (Draft for Comment) – Aug. 2021,” DigiChina, August 27, 2021.

63 ISO, “ISO/IEC JTC 1/SC 42”; ISO, “Standards by ISO/IEC JTC 1/SC 42: Artificial Intelligence.”
64 European Commission, “EU-US Launch Trade and Technology Council to Lead Values-Based Global Digital Transformation,” European Commission

- Press release, June 15, 2022.
65 Christie Lawrence and Sean Cordey, “The Case for Increased Transatlantic Cooperation on Artificial Intelligence,” ed. Lauren Zabierek and Julia Voo

(The Cyber Project, Belfer Center for Science and International Affairs Harvard Kennedy School, August 2020),
66 For the US, see for instance: “U.S. Executive Order on Maintaining American Leadership in Artificial Intelligence” which defines international standards

as one of the priorities.
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67 See section 3.3 of this report. Birdsall and Wheeler discuss the de facto to de jure regulatory diffusion leading to de jure diffusion of US pollution stan-
dards to South American and other developing countries. Nancy Birdsall and David Wheeler, “Trade Policy and Industrial Pollution in Latin America:
Where Are the Pollution Havens?,” Journal of Environment & Development 2, no. 1 (January 1993): 137–49. Perkins and Neumayer find evidence for the
hypothesis that the countries that have more transnational corporations and more imports are more likely to have stricter automobile emission standards.
Richard Perkins and Eric Neumayer, “Does the ‘California Effect’ Operate across Borders? Trading- and Investing-up in Automobile Emission Standards,”
Journal of European Public Policy 19, no. 2 (March 1, 2012): 217–37. For other US environmental standards influencing non-US countries see: Elizabeth R.
DeSombre, “The Experience of the Montreal Protocol: Particularly Remarkable, and Remarkably Particular,” UCLA Journal of Environmental Law and
Policy 19, no. 1 (2000). For Mexico and Brazil in particular see: Ronie Garcia-Johnson, Exporting Environmentalism: U.S. Multinational Chemical Corpora-
tions in Brazil and Mexico, Global Environmental Accord: Strategies for Sustainability and Institutional Innovation (MIT Press, 2000).

68 European Commission, “EMAS – Environment,” June 14, 2016; Walter Mattli and Ngaire Woods, “In Whose Benefit? Explaining Regulatory Change in
Global Politics,” in The Politics of Global Regulation (Princeton University Press, 2009), 1–43. Also see the discussion in Bradford, “The Brussels Effect.”

69 David Vogel, Trading Up: Consumer and Environmental Regulation in a Global Economy (Harvard University Press, 1995); David Vogel, California
Greenin’: How the Golden State Became an Environmental Leader, Princeton Studies in American Politics: Historical, International, and Comparative
Perspectives (Princeton University Press, 2018).

70 Note that the AI Act exhibits some extraterritoriality. A producer would fall under the scope of the regulation if they were producing an AI system
whose output is used in the EU, as would a user of an AI system whose output is used in the EU. Graham Greenleaf, “The ‘Brussels Effect’ of the EU’s
‘AI Act’ on Data Privacy Outside Europe,” 171 Privacy Laws & Business International Report 1, June 7, 2021.

The De Facto Channel of the de jure Brus-
sels Effect is contingent on a de facto Brus-
sels Effect. If this condition is fulfilled, one
would expect multinational AI companies to
lobby other jurisdictions to pass EU-like AI
regulation, as the AI industry is relatively
large and has an oligopolistic structure. For
example, since the GDPR’s passage, we
have seen some big tech companies arguing
that the US needs a federal equivalent. How-
ever, it is unclear how successful such lobby-
ing efforts would be. While the De Facto
Channel is common for US and Californian
regulation,67 it has only been demonstrated
for a single EU regulation: the Eco-Manage-
ment and Auditing Scheme (EMAS).68

Perhaps the most likely route by which this
channel could lead to an effect on US fed-
eral AI regulation is if US states start adopt-
ing EU-like regulation, which in turn in-
centivises US companies to lobby the
government to adopt similar regulation, as
has been seen with a lot of environmental
regulation in the US.69

The Conditionality Channel is currently im-
plausible because EU AI legislation would
likely not comprise a high degree of extrater-
ritoriality, e.g. through equivalency clauses.70

1.2.3. Will There Be a Brussels Effect for the
AI Act?

In this report, we suggest that there is likely
to be a de facto Brussels Effect for parts of
the AI Act. Prohibitions are generally unlikely
to create a de facto Brussels Effect, as they
aim to remove certain products from the EU
market. However, there is some chance that

the prohibitions on manipulation, e.g. sublim-
inal techniques, could produce a Brussels
Effect if recommendation algorithms used by
social media companies risk being classified
as manipulative or if such bans increase the
reputational costs to offer EU-prohibited
products abroad. Transparency obligations
will likely only produce a very weak de facto
effect as compliance might only require sur-
face-level changes to the product for EU cus-
tomers, such as adding a disclaimer at the
start of a conversation with a chatbot. How-
ever, a de facto effect might occur if such dis-
claimers become seen as a signal of a high-
quality, trustworthy product. For high-risk
systems, the requirements that have low
variable costs, that increase perceived
product quality, and that may require early
forking of systems are more likely to see a de
facto Brussels Effect. Specifically, we are
most likely to see a de facto effect with re-
gard to products under certain existing
product safety regulation, worker manage-
ment systems (e.g. those used by the gig
economy and logistics companies), poten-
tially for general or foundational AI systems,
and in remote biometric identification and
categorisation systems and legal technology.

It is even more difficult to assess the likeli-
hood of a de jure effect. We are unclear
about the international impacts of the prohib-
itions and transparency obligations. How-
ever, we do think that perhaps the most im-
portant impact of the AI Act will be in the
design of the conformity assessments, which
may set the gold standard for regulation and
standards in the EU and beyond. Our conclu-
sions are summarised in Table 2 and ex-
plained in greater detail in sections 3 and 4.
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REQUIREMENT DE FACTO DE JURE

Manipulation Perhaps, if e.g. recommendation
algorithms are considered plausibly
manipulative and if foundational
adjustments to such are needed to
avoid manipulative behaviour.

Unclear; depends on to what
extent the EU exports its narrative.

Social credit scores Likely not, as the requirements apply
primarily to governments. However, it could
increase the reputational cost of offering
such products in other jurisdictions.

Unclear; depends on to what
extent the EU exports its narrative.

Real-time biometrics Likely not, as the requirements apply
primarily to governments. However, it could
increase the reputational cost of offering
such products in other jurisdictions.

Unclear; depends on to what
extent the EU exports its narrative.

Products already covered by
some product safety rules,
including medical devices,
toys, and machinery

Likely to see a de facto effect as long as
the requirements are new.

The requirements laid out in the
regulation might have a de jure
Brussels Effect. This could plausibly
be the most important impact of
the regulation.

Largely regional or
government uses of AI,
including in critical
infrastructure, education, the
financial sector, and law
enforcement

Likely not, as these uses are
regionalised. Could change if the
provision of these systems becomes
globalised or if the EU requirements
become seen as the gold standard.

Worker management,
including hiring, firing, and
task allocation

Plausibly, though it largely depends on
the extent to which the EU requirements
are perceived as a net quality benefit
and how regionalised the industry is.

Remote biometric
identification / categorisation
systems and “legal tech”

Perhaps, if the EU’s requirements become
seen as the gold standard in these more
contentious applications of AI.

General AI systems and
foundation models, which
could be used in high-risk
applications

Likely for some, though it depends on
e.g. how large the market for high-risk AI
uses becomes, whether general
purpose AI systems will be covered by
the AI Act, and whether compliance
requires early forking, e.g. differences in
the systems’ pre-training.

Transparency obligations Likely for some, though strength will
depend on the extent to which
disclosures are seen as quality signals.

Unclear; depends on to what
extent the EU exports its narrative
and the extent to which California’s
Bot Disclosure Act is more causally
responsible for the diffusion.

Table 2: A summary of our conclusions on the likelihood of a Brussels Effect from various parts of the proposed AI Act. Deeper
blues indicate that we think a Brussels Effect is likely.
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71 Interestingly, from the 1960s to the 1990s, the US adopted more stringent regulation than the EU. Vogel, The Politics of Precaution: Regulating Health,
Safety, and Environmental Risks in Europe and the United States pp. 4-6.

72 Mario Damen, “The European Union and Its Trade Partners,” Fact Sheets on the European Union (European Parliament, September 2021). However,
in the case of digital technology trade, the US and the EU are aiming to foster their bilateral trade. See the Tech Alliance. Global Times, “China Re-
places US to Become Largest Trade Partner of EU,”December 4, 2020; European Commission, “EU-US Launch Trade and Technology Council to Lead
Values-Based Global Digital Transformation.”

73 “In 2019, U.S. exports of information and communications technology (ICT) services to the EU was $31 billion, with potentially ICT-enabled services
adding another $196 billion.” Rachel F. Fefer, “EU Digital Policy and International Trade,” R46732 (Congressional Research Service, March 25, 2021).

74 For more, see Bradford, The Brussels Effect: How the European Union Rules the World.
75 Engler also discusses the effect of the AI Act on the US. Engler, “The EU AI Act Will Have Global Impact, but a Limited Brussels Effect.”
76 Chinese exports to the EU consist more of physical products than software.
77 Huawei and Lenovo operate outside China, and there are Western companies (like Apple) that operate in the Chinese market. Chinese ByteDance

offers TikTok outside of China, with supposedly separated businesses and technology.

1.3. What About China and the
US?

The EU has successfully exported different
regulatory standards to less geopolitically
powerful jurisdictions in the past, including
states in Africa, Oceania, Latin America, and
Asia. These countries have less regulatory
capacity and international bargaining power
relative to the EU. However, to evaluate the
impact of EU regulation on the global AI in-
dustry, it is essential to know whether EU
regulation diffuses to the advanced and
prosperous nations that dominate the AI in-
dustry and AI sales market, especially China
and the United States.

The United States will most likely not adopt
more stringent AI regulations than the EU (for
more information, see section 2.2.). Since
about the 1990s, US regulation on harms
from business to citizens has become less
stringent than EU regulation.71 However,
there could be a de jure effect spreading to
US states such as California, which has
already adopted GDPR-like regulation.
Should a sufficient number of US states ad-
opt EU-esque regulation, it could diffuse to
the federal level via a de facto channel.

China may adopt AI regulation that is more
stringent than that of the EU. Indeed, in early
2022 it adopted regulation with regard to re-
commender systems and proposed regula-
tion for AI systems that generate content in
early 2022. This regulation shares many fea-
tures with the EU’s Digital Services Act, Di-
gital Markets Act, and the forthcoming AI Act
but goes beyond the EU in some respects.
Overall, we expect the Chinese Communist
Party to regulate its technology sector more

severely than the EU, but it will be unwilling
to rein in government use of AI. We may still
see a de jure Brussels Effect with regard to
domains where the EU is regulating first or
by Chinese regulators using the EU require-
ments for high-risk systems as a blueprint.

Until 2020, the US was the EU’s biggest trad-
ing partner before being overtaken by
China.72 This means that many firms are op-
erating in both the EU market and the US or
Chinese market, making a de facto Brussels
Effect possible.

Because of the significant EU-US trade in di-
gital technology, with many multinationals
serving both markets,73 the probability of a de
facto Brussels Effect for the United States in-
creases. Historically, various EU legislative
efforts have exhibited some measure of a de
facto Brussels Effect on the US, including the
Data Protection Directive (DPD), the GDPR,
the chemical regulation REACH, toy safety
standards, and the EU Code of Conduct re-
garding online hate speech.74 However, the
US has demonstrated that it can selectively
resist or avoid EU regulation. For instance, the
Safe Harbor Agreement helped the US avoid
some GDPR requirements (for more informa-
tion, see the appendix section 4.1).75

A de facto AI Brussels Effect reaching China
is less likely since the dominant Chinese
technology companies mostly do not oper-
ate outside China76 and the ones that do
tend to already have differentiated
products.77
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78 For a more detailed discussion see section 3.1. As one reference, see: Graham Greenleaf, “The Influence of European Data Privacy Standards Outside
Europe: Implications for Globalization of Convention 108,” International Data Privacy Law 2, no. 2 (April 4, 2012): 68–92.

79 Jeremy Colvin, “Unchecked Ambiguity and the Globalization of User Privacy Controls Under the GDPR,” ed. Jonathan Mayer (Senior Theses, Princeton
University, 2019).

80 Greenleaf, “The ‘Brussels Effect’ of the EU’s ‘AI Act’ on Data Privacy Outside Europe.”

1.4. Analogues to EU AI
Regulation

To assess a future AI Brussels Effect, it is use-
ful to consider not only its determinants and
dynamics but also relevant case studies. We
do so in the appendix.

In addition to the AI Act, the upcoming EU AI
regulation will comprise changes to the liab-
ility regime and the product safety regime.
Many of the 29 pieces of EU sectoral product
safety legislation have exhibited substantial
de jure Brussels Effects, reaching Oceania,
Africa, South America, and Asia, including
China. A de facto Brussels Effect also
reached the United States among many
other countries. AI product safety standards
and the general product safety regime share
many characteristics. For instance, it is plaus-
ible that future EU AI regulation will impact
the relevant ISO standards, as other EU
product safety standards have in the past.

The regulatory diffusion of EU data protec-
tion legislation may also help understand the
prospects of an AI Brussels Effect because
data protection legislation regulates parts of
AI development and deployment. The 1995
Data Protection Directive (DPD) experienced
a significant de jure Brussels Effect,78 though
some authors attribute this diffusion of
norms similar to those in the DPD to the
Council of Europe’s Convention 108, which
preceded and influenced the DPD. The 2018
General Data Protection Regulation (GDPR)
has shown a robust de facto Brussels Effect.
For instance, 58% of popular websites offer
US subjects both the right to erasure (GDPR
Article 17) and the right to portability (GDPR
Article 20).79 In addition and despite its re-
centness, six countries, including Japan, Ar-
gentina, and New Zealand, have already ad-
opted similar rules – a de jure Brussels
Effect.80 Regulatory diffusion of the DPD and

GDPR may have benefited from extraterrit-
orial demands and high costs for differenti-
ation. For more details, see the appendix.
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When new more stringent legislation is intro-
duced in a jurisdiction, multinational actors
are faced with two choices. First, they need
to decide whether it is worth remaining in the
market. Second, if they choose to stay in the
market, they must decide whether to comply
with the new regulation globally or offer two
or more products, one compliant with the jur-
isdiction’s requirements and at least one
non-compliant version. With regard to EU
regulation, if companies choose to stay in the
market and sell EU-compliant products out-
side the EU, we have a de facto Brussels
Effect, as illustrated in Figure 1.

Whether firms stay in the EU depends to a large
degree on the market size after the relevant reg-
ulation taking effect, which depends on the EU
market size before the regulation (§2.1), how
compliance is likely to affect product quality and
costs, and how much buyers and sellers are ex-

pected to react to accompanying price and
product changes (§2.4).

If a company chooses to remain in the EU
market, their next choice is whether to offer
their EU-compliant product outside the EU or
not. We consider the factors which make it
likely profitable for companies to offer one
EU-compliant product globally (“non-differen-
tiation”) rather than to differentiate their
products into one EU-compliant product and
at least one non-EU-compliant product
(“differentiation”). In short, we assume non-
differentiation will be chosen when it is
deemed more profitable to sell EU-compliant
products, rather than non-EU-compliant
products, outside the EU.

More specifically, the following inequality must
hold if a company is to choose non-differenti-
ation, creating a de facto Brussels Effect:

2. Determinants of the
De Facto Brussels Effect

Figure 2: The conditions under which non-differentiation is more profitable and a de facto Brussels Effect would be produced.

REVENUES

≥- -

Revenue from selling EU compliant
products outside the EU

Revenue from selling non-EU-
compliant products outside the EU

Non-differentiation profits
outside the EU

Differentiation profits
outside the EU

COSTS
Variable compliance cost of
producing an EU-compliant
product for non-EU markets

Additional regulatory costs of non-EU-
compliant products (fixed + variable

costs)
+

Duplication costs associated with
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81 Unless the jurisdiction put in place e.g. unilateral recognition of CE marked products.
82 The EU’s Code of Conduct on countering illegal hate speech online could illustrate such oligopolistic coordination. The big tech companies, including Google

and Facebook, implemented the new Code of Conduct worldwide. European Commission, “The EU Code of Conduct on Countering Illegal Hate Speech
Online: The Robust Response Provided by the European Union,” accessed July 11, 2022; Bradford, The Brussels Effect: How the European Union Rules the
World, chap. 6.

83 Compliance cost is the cost of meeting the requirements, and verification cost refers to the cost of being able to verify and evidence that this is the
case. We refer to the sum of these two costs as regulatory costs.

In choosing non-differentiation, the company
would not have to pay additional fixed compli-
ance costs, as that cost has already been
borne in choosing to stay in the EU market.
On the other hand, it might see smaller reven-
ues if the EU-compliant product is less desir-
able to non-EU customers (§2.4), and it will
have to pay the variable compliance costs as-
sociated with offering an EU-compliant
product outside the EU (§2.5.1).

In choosing differentiation, the company’s
profit outside the EU is equal to its revenue
from selling the non-EU-compliant product
minus the variable compliance cost in produ-
cing the non-EU-compliant product (§2.5.3)
and the fixed compliance costs from complying
with regulation in other jurisdictions. In addi-
tion, it may have to bear duplication costs as-
sociated with needing to maintain two separ-
ate production processes (§2.5.2). The
company choosing differentiation may also
need to pay additional verification costs in
non-EU jurisdictions. Even though such costs
would be borne in choosing non-differenti-
ation,81 they would if anything be lower in the
non-differentiation case, as verification efforts
(e.g. documentation) for the EU market could
be more easily reused in other jurisdictions if
the system remains the same.

As a simplification, we assume that if a
product is EU-compliant, it is automatically
compliant with all non-EU regulation. This
would not be the case if other jurisdictions in-
troduced regulation incompatible with EU
rules, undermining de facto diffusion. Another
simplification is that we do not consider in de-
tail differences in verification costs outside the
EU between non-differentiation and differenti-
ation.

In this section, we discuss five factors which
make a de facto Brussels Effect more likely.
Roughly speaking, we discuss the role of three

actors: regulators (§§2.2 and 2.3), the market
and consumer behaviour (§§2.1 and 2.4), and
the firms’ production processes (§2.5).

Firstly, market properties (§2.1) such as market
size, market concentration, and globalisation
influence the chance of a de facto Brussels
Effect. Some properties, such as the EU’s relat-
ive market size, make it more likely that firms
stay in the EU. The bigger the EU’s relative and
absolute market size, the more likely compan-
ies are to stay in the market. The more global-
ised the market structure, the more likely it is
that firms offer products outside and within the
EU, creating the preconditions for a de facto
Brussels Effect. Further, the more oligopolistic
the market structure (see §2.1.2), the more
likely it is that companies choose non-differ-
entiation, as they can coordinate their com-
pliance strategies, e.g. by choosing to all
offer non-differentiated products, thereby
not being put at a disadvantage compared to
their competitors.82

Secondly, a requirement for the de facto Brus-
sels Effect is that EU regulation must be more
stringent than that of other jurisdictions (§2.2).
Higher stringency with regard to all regulatory
dimensions across all other jurisdictions is not
necessary, but without any higher stringency
there cannot be de facto diffusion.

Thirdly, the more regulatory capacity (§2.3),
such as regulatory expertise (see §2.3.1), is
brought to bear on the design of the EU regula-
tion, the more likely companies are to stay in the
EU and the smaller the costs of non-differenti-
ation.83 This is because better-crafted regulation
might decrease the cost of complying with EU
regulation (particularly if it decreases variable
compliance costs) while ensuring minimal (or
positive) impacts on revenue within and outside
the EU. Well-crafted regulation may also be re-
quired to ensure that EU-compliant products will
be compatible with the laws ofother jurisdictions.
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Otherwise, a Brussels Effect with regard to
those jurisdictions would be undermined. We
also discuss verification costs in section 2.5.3.
Further, competent enforcement of the regu-
lation might be necessary for a de facto Brus-
sels Effect. Competent enforcement can re-
duce regulatory costs by reducing regulatory
uncertainty and ensuring that firms are com-
pliant. Without enforcement, firms could
choose not to comply with the EU rules even
within the EU, undermining the opportunity
for de facto diffusion.

Fourthly, demand and supply, within and out-
side the EU, must be relatively inelastic (§2.4) in
that the market size does not change much in
response to a given change in regulatory costs
or in product quality. Low elasticity within the
EU in response to the new EU rules increases
the chance of companies remaining in the EU,
whereas low elasticity outside the EU increases
the chance of non-differentiation. We discuss
four determinants of inelasticity. First, if buyers
prefer compliant companies and products,
companies are more willing to pay the regulat-
ory costs and are less responsive to regulation.
Second, if EU buyers can, without great effort,
move their consumption of AI products out of
the EU, then the demand is more elastic. Third,
the more substitutes or alternatives for a com-
parable price are available, the greater the like-
lihood that buyers substitute AI products with
alternatives – increasing the elasticity of non-
EU and EU demand. Fourth, there are supply-
side effects, where firms might e.g. start taking
longer to place their products on the EU mar-
ket. Firms’ investments into the EU market be-
ing inelastic increases the chance of a de facto
Brussels Effect. For the EU, we are unlikely to
see immediate effects on EU consumption of AI
products – EU end consumers are unlikely to
e.g. move their consumption of AI products out
of the EU – but the increased regulatory bur-
dens could decrease EU consumption over
time via supply-side effects. Outside the EU, we
argue, demand is likely inelastic in the regions
and domains where EU compliance is seen as
a quality signal or if EU norms have diffused.

Lastly, we consider the regulatory cost associ-
ated with applying the EU standards globally
(in proportion to the market size (§2.1) and the
existing production costs), i.e. the cost of non-
differentiation, compared to that associated
with producing non-EU compliant products,
the cost of differentiation (§2.5). This section
is focused on how the production process and
costs change when the EU-compliant product
is also sold outside the EU. We argue that
some of the crucial factors determining non-
differentiation production cost in the AI in-
dustry are (i) whether compliance requires
early forking of an AI system – i.e. changes to
the foundational parts of the system – which
often results in higher duplication costs, (ii)
the variable cost accrued by offering EU-com-
pliant products globally, and (iii) the extent to
which there is existing product differentiation
(reducing the costs of differentiation).

This report contributes to the literature study-
ing the drivers of regulatory diffusion. We
break down Bradford’s84 second and fourth de-
terminant of the de facto Brussels Effect, regu-
latory capacity and inelasticity, into four and
three components respectively, and generalise
both concepts to include further considera-
tions. Our first determinant discusses favour-
able market properties, whereas Bradford only
discusses one such market property: market
size. Bradford describes the fifth component as
“compliance indivisibility.” We attempt to make
this criterion more precise by having it refer to
the difference in cost between non-differenti-
ation and differentiation, and we offer a break-
down of these two costs. Different authors,
such as Bradford , usually discuss two chan-
nels of the de jure Brussels Effect. We suggest
four different channels, overall presenting a
hopefully more comprehensive picture.

2.1. Favourable Market
Properties

The AI industry’s market properties are gen-
erally conducive to a de facto Brussels Effect:
the EU AI market is large in both absolute

84 Bradford, The Brussels Effect: How the European Union Rules the World.
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What is the size of the EU AI market? There are
no highly rigorous estimates of the EU’s AI mar-
ket size, as the industry is growing quickly and
there are disagreements about what counts as AI
and how much of current AI spending is on R&D.
Therefore, we believe it best to use multiple
methods to estimate it. We can start by looking at
AI spending – investments made in developing
and deploying AI – as a proxy of the EU AI mar-
ket. The International Data Corporation estim-
ates that European87AI spending was approxim-
ately 17 billion US dollars in 2021 and is
projected to grow by 27% on average per year
from 2022 to 2025.88 Given estimates of
global AI spending at $85 billion in 2021, the
EU’s share of global spending is around 20%.
This might be an under-estimate if we expect
the EU’s share of AI spending to go up as the
technology matures and if the US has a higher
share of investment in development than of
consumption of AI products. The EU Commis-
sion’s AI Act Impact Assessment used another
method: assuming that the EU AI market share
is similar to its market share in software, they
estimate the EU AI market at approximately
22% of the global AI market.89 Another
method would be to assume that the EU AI
market will be at least proportional to its global
GDP share. Hence, the relative EU AI market
size may be at least 15% because this is the
EU’s share of global GDP in 2021.90 Moreover,
projections assume that Europe’s position will
not significantly change over the following
years.91 Taking these together, we believe the
EU’s AI market share is likely to be no lower
than 15% of the global market. This is a siz-
able market, which may well produce pres-
sures in favour of a de facto Brussels
Effect.

85 Chad Damro, “Market Power Europe,” Journal of European Public Policy 19, no. 5 (June 1, 2012): 682–99; Daniel W. Drezner, “Globalization, Harmo-
nization, and Competition: The Different Pathways to Policy Convergence,” Journal of European Public Policy 12, no. 5 (October 1, 2005): 841–59;
Vogel, Trading Up: Consumer and Environmental Regulation in a Global Economy.

86 If there are only small-to-medium enterprises (SMEs) and 60% of their profits are in the EU, then the relative market size is large (the absolute size of
a firm's customer base is small). Because of the small customer base for the firm, they might not be prepared to pay the fixed costs of regulatory
adaptation and would instead focus on the customer base outside the EU.

87 One should note that in the following we use data from the European continent which includes countries, such as Norway and Switzerland, that are
not part of the EU.

88 IDC, “European Spending on Artificial Intelligence Will Reach $22 Billion in 2022, Supported by Strong Investments Across Banking and Manufactur-
ing, Says IDC,” IDC: The premier global market intelligence company, October 7, 2021.

89 European Commission, “Commission Staff Working Document Impact Assessment Accompanying the Proposal for a Regulation of the European
Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Leg-
islative Acts SWD/2021/84 Final.”

90 IMF, “European Union: Share in Global Gross Domestic Product Based on Purchasing-Power-Parity from 2017 to 2027,” April 2022, Statista,
91 IDC, “Worldwide Artificial Intelligence Spending Guide,” IDC: The premier global market intelligence company, accessed July 5, 2022.

and relative terms (at least 15% of the global
AI market), and multinational companies dom-
inate the global AI industry. However, many of
the AI applications that will have the highest
regulatory burdens imposed by the AI Act – high-
risk AI systems – are in less globalised industries.
For example, many of the high-risk uses of AI are
in government services. Moreover, the EU AI rel-
ative market size may be reduced in the future if
the AI Act proves very costly.

2.1.1. Market Size

The larger the absolute EU market size, the more
incentivised companies will be to stay in the mar-
ket when new legislation is introduced. A firm
might leave the EU market in response to stringent
regulation, but if the absolute market size of the EU
market is large, the foregone profits of leaving the
EU market are also larger.

As the relative sizeof the EU market increases, the
more likely companies are to sell EU-compliant
rather than non-EU-compliant products outside the
EU.85 The profits of non-differentiation, i.e. of selling
and producing EU-compliant products worldwide,
increase with the absolute size of the market out-
sidethe EU. A bigger market outside the EU allows
firms to absorb additional fixed costs associated
with complying with non-EU rules or duplication of
production processes in exchange for potential
lowervariablecostsorhigherconsumptionofnon-
EU-compliant products. Hence, the likelihood of
the Brussels Effect increases with the absolute
market size within the EU and decreases with the
absolute market size outside the EU. In other
words, the likelihood of the Brussels Effect will in-
crease with the absolute and relative market
size of the EU.86
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This condition is exemplified by a compar-
ison between European metal and chem-
ical regulation. As the chemical market is
highly globalised, EU regulation, such as
REACH,95 exhibited a strong de facto
Brussels Effect. In contrast, the metal in-
dustry is predominantly regional. As al-
most no international firm could spread
the EU blueprint to consumers elsewhere,
the metal regulation did not exhibit a
Brussels Effect.96

Multinational firms dominate the AI in-
dustry, making the AI market structure
conducive to a de facto Brussels Effect.
This interconnectedness is illustrated by
the fact that foreign markets were strongly
affected by the GDPR.97 Based on a sur-
vey, PricewaterhouseCoopers estimated
that 68% of American companies were ex-
pected to spend $1–10 million on GDPR
compliance, and 9% of American compan-
ies would spend more than $10 million.98

For more details, see the appendix sec-
tion 4.1.

However, some of the industries and ap-
plications classed as high-risk AI systems
fail to or only partly fulfil this criterion.99

Many high-risk systems in Annex III of the
proposed AI Act are likely to largely be
deployed by EU governments – e.g. for
border control, certain uses in education,
public benefit allocation, law enforce-
ment, management of critical infrastruc-
ture, and administration of justice100 – who

92 Tatjana Evas, “European Framework on Ethical Aspects of Artificial Intelligence, Robotics and Related Technologies: European Added Value Assess-
ment: Study” (European Parliamentary Research Service, 2020).

93 European Commission, “Commission Staff Working Document Impact Assessment Accompanying the Proposal for a Regulation of the European
Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Leg-
islative Acts SWD/2021/84 Final.”

94 This condition has not been discussed in Bradford, The Brussels Effect: How the European Union Rules the World; Björkdahl et al., Importing EU
Norms Conceptual Framework and Empirical Findings. Fini discusses that New Zealand industries are likely to adhere to the EU norms if they are
exporting a significant part of the goods to the EU, as has happened in the New Zealand wine industry. Melissa Fini, “The EU as Force to ‘Do Good’:
The EU’s Wider Influence on Environmental Matters,” Australian and New Zealand Journal of European Studies 3, no. 1 (May 5, 2011).

95 REACH: European Parliament, “Regulation (EC) No 1907/2006 of the European Parliament and of the Council of 18 December 2006 Concerning the
Registration, Evaluation, Authorisation and Restriction of Chemicals (REACH), Establishing a European Chemicals Agency, Amending Directive
1999/45/EC and Repealing Council Regulation (EEC) No 793/93 and Commission Regulation (EC) No 1488/94 as Well as Council Directive 76/769/
EEC and Commission Directives 91/155/EEC, 93/67/EEC, 93/105/EC and 2000/21/EC,” CELEX number: 32006R1907, Official Journal of the European
Union L 396 49 (December 2006).

96 Concerning REACH, the chemical regulation, see Hanson, CE Marking, Product Standards and World Trade; Bradford, The Brussels Effect: How the
European Union Rules the World.

97 Though, it is important to stress that data-processing activities are much more common and distinct from the usage of AI systems.
98 He Li, Lu Yu, and Wu He, “The Impact of GDPR on Global Technology Development,” Journal of Global Information Technology Management 22, no. 1 (Jan-

uary 2, 2019): 1–6; PwC, “Pulse Survey: US Companies Ramping Up General Data Protection Regulation (GDPR) Budgets,” GDPR Series (PwC, 2017).
99 See AI Act, annex II and III for a list of the high-risk AI applications.
100 See Table 1 for more details.

Note that none of these estimates take into
account that EU regulation could reduce or
increase92 the supply and demand in the EU
market. We discuss these dynamics and the
expected effect in section 2.4 on inelasticity.

The AI Act does not regulate all AI systems,
however. What is the expected share of the
global market of high-risk AI systems, as
defined by the proposed AI Act? The Com-
mission’s impact assessment of the AI Act
estimates that only 5–15% of AI systems on
the EU market will be considered high-
risk.93 It seems likely that the largest market
segments using high-risk AI systems will in-
clude AI systems used for recruitment, de-
termining access to self-employment oppor-
tunities, and task allocation, likely affecting
many gig economy companies; multiple
uses in the financial services sector; and
sectors already covered by some existing
product safety regulation, such as the use of
AI in medical devices, toys, and machinery.

2.1.2. Oligopolistic Competition and
Multinational Companies

In addition to sufficiently high absolute and
relative market size, the market must be ad-
equately globalised and oligopolistic to pro-
duce a de facto effect.94 Without companies
straddling multiple jurisdictions, there is no
possibility of a de facto Brussels Effect. If all
companies produced and sold goods in a
single country or region, no company would
bring regulatory norms to other jurisdictions.



THE BRUSSELS EFFECT AND ARTIFICIAL INTELLIGENCE • 31

DETERMINANTS OF THE DE FACTO BRUSSELS EFFECT

101 There is some anecdotal evidence that for border control management, countries are very reluctant to contract or buy products from outside their
jurisdiction. iBorderCtrl, the only existent project implementing AI practices on the EU border, is a collaboration among many EU organisations and
institutes. Only BioSec, an international company, also participated. Clearview AI which provides AI law enforcement services for some US agencies
has been harshly criticised by EU governments (because of its avoidance of GDPR requirements). Robert Hart, “Clearview AI — The Facial Recognition
Company Embraced By U.S. Law Enforcement — Just Got Hit With A Barrage Of Privacy Complaints In Europe,” Forbes, May 27, 2021.

102 Annex III, 5b.
103 European Parliament, “Regulation (EC) No 1907/2006 of the European Parliament and of the Council of 18 December 2006 Concerning the Registra-

tion, Evaluation, Authorisation and Restriction of Chemicals (REACH), Establishing a European Chemicals Agency, Amending Directive 1999/45/EC
and Repealing Council Regulation (EEC) No 793/93 and Commission Regulation (EC) No 1488/94 as Well as Council Directive 76/769/EEC and Com-
mission Directives 91/155/EEC, 93/67/EEC, 93/105/EC and 2000/21/EC,” 5.

104 AI Act, annex II.
105 Ajay Agrawal, Joshua Gans, and Avi Goldfarb, eds., The Economics of Artificial Intelligence: An Agenda, 2019.
106 See e.g. Hal Varian, “Artificial Intelligence, Economics, and Industrial Organization,” in The Economics of Artificial Intelligence: An Agenda, ed. Ajay

Agrawal, Joshua Gans, and Avi Goldfarb (University of Chicago Press, 2019), 399–419.

will prefer their AI systems be developed in
the EU.101 Financial services companies are
also likely to have AI systems used “to eval-
uate the creditworthiness of natural persons
or establish their credit score” covered by the
AI Act.102 However, due to the differences in
national regulation, the financial services in-
dustry already sees significant regionalisation
in the business-to-consumer market, with few
companies providing credit checks interna-
tionally.

Even if an industry is regionalised, there can
still be a de facto Brussels Effect if the provi-
sion of AI products is globalised and if the
regulation would affect that provision. This
could for example be the case if regional-
ised industries relied heavily on foundation
models provided by big multinational tech-
nology companies and those models need
to be adjusted to meet the EU’s require-
ments. Whether this will be the case de-
pends partly on how general systems (for
example large language models like
OpenAI’s GPT-3) that are adapted to a more
specific domain are handled by the AI Act.
The EU Council recently released a pro-
posal where the responsibility to ensure
conformity of a high-risk AI system would
only go to the actor that deploys it in a high-
risk domain, even if they use a general sys-
tem to do so.103 We discuss this more in sec-
tion 2.6.

Other high-risk uses covered by the AI Act
are more likely to be highly globalised. In
particular, the AI Act classifies a range of
products already covered by various product
safety regulations – notably medical devices,
toys, and machinery – as high-risk.104 Some

of these industries are highly globalised with
a small number of multinational companies
dominating the market.

Further, a more oligopolistic market is more
likely to see a de facto Brussels Effect. Com-
panies are more prepared to pay the fixed
costs of regulatory compliance if they have lar-
ger EU revenues. Further, as an oligopolistic
market includes fewer firms, the customer
base of every single firm will be greater. In ad-
dition, companies in an oligopolistic market
may find it easier to converge on the same
compliance strategy, all of them choosing non-
differentiation, and may face a greater need to
maintain a positive reputation. Therefore, the
more we can expect the AI industry to be dom-
inated by big oligopolistic companies like IBM,
Amazon, Google, Facebook, and Apple,105 as
well as companies in the medical devices in-
dustry, the more we can expect these firms to
stay in the EU market and pay the regulatory
costs. Whether this is the case will partly de-
pend on the extent to which big technology
companies will be the main developers and
sellers of AI systems globally or if the market
becomes less concentrated as it matures.106

2.1.3. Territorial Scope

A broader territorial scope of regulation, that is,
a further jurisdictional reach of a regulation,
makes the de facto Brussels Effect more likely
because it effectively increases the size of the
affected market. The territorial scope of a regu-
lation is very broad if the regulation affects
companies even though they are only selling,
producing, or are registered outside the EU.
A broad territorial scope effectively in-
creases the global proportion of the
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107 GDPR, art. 3.
108 Bradford, The Brussels Effect: How the European Union Rules the World, chap. 4.
109 Greenleaf, “The ‘Brussels Effect’ of the EU’s ‘AI Act’ on Data Privacy Outside Europe,” 3.
110 A private non-professional activity cannot be a user according to the EU AI Act.
111 Greenleaf, 3..
112 AI Act, art. 26.
113 Greenleaf, 3.
114 Both examples are from Greenleaf, 4. For the second example, Greenleaf notes that even though this is not explicitly listed, it should fall under “es-

sential private services and benefits”.
115 See §4.3 and W. John Hopkins and Henrietta S. McNeill, “Exporting Hard Law Through Soft Norms: New Zealand’s Reception of European Standards,”

in Importing EU Norms: Conceptual Framework and Empirical Findings, ed. Annika Björkdahl et al. (Cham: Springer International Publishing, 2015), chap.
8; Fini, “The EU as Force to ‘Do Good’: The EU’s Wider Influence on Environmental Matters.”

116 Bradford, The Brussels Effect: How the European Union Rules the World, chap. 4.
117 This is only true under the assumption that non-differentiation is profit-maximising.

products to which the EU regulation applies,
making it more likely that a company uses
the EU regulation as its internal global policy.
Illustrations of such a broad territorial scope
are the General Data Protection Regulation
(GDPR) and Data Protection Directive (DPD).
These regulations apply to any organisation,
institute, and website which interacts with
European residents, offering goods or ser-
vices or monitoring behaviour.107 Similarly, EU
Competition Law effectively rules extraterrit-
orially.108 All else being equal, extraterritorial-
ity makes a de facto Brussels Effect more
likely.

Because the proposed AI Act does not have a
very broad territorial scope – in contrast to, for
instance, data protection or competition legis-
lation – the conditions for regulatory diffusion
are not optimal. The EU AI Act includes some
extraterritoriality,109 although not to the same
extent as the GDPR. Firms fall under the scope
of the regulation if they are the users110 or pro-
ducers of an AI system whose output is used in
the EU.111 Exports from the EU are not covered.
For high-risk uses of AI, an EU importer must
make sure that the non-EU-produced product
has gone through the required conformity as-
sessment,112 introducing a measure of extrater-
ritoriality.113 For example, a non-EU company
providing a recruitment assessment tool for EU
companies using machine learning falls under
the EU AI Act. Similarly, a non-EU company
offering an AI-based assessment of medical
risks for an EU insurance company falls under
Annex III(5) of the proposed EU AI Act.114

Moreover, many past EU regulations have exhib-
ited a de facto Brussels Effect with similar de-
grees of extraterritoriality as the proposed AI Act.

One example of this is the numerous product
safety regulations under the New Legislative
Framework, as analysed in the appendix (§4.3).

It is possible for other jurisdictions to increase
the de facto territorial scope of the AI Act if
compliance with the EU requirements allows
access to their market. For example, New Zeal-
and has incorporated the EU’s CE mark in its
national regulation, allowing CE-marked
products onto the EU market without addi-
tional checks.115

2.2. Regulatory Stringency
A requirement for the de facto Brussels Effect is
that EU regulation be more stringent than the
regulation in other jurisdictions.116 The forthcom-
ing EU AI regulation will likely be more stringent
than that of other large jurisdictions such as the
US and potentially China.

Among the jurisdictions in which a multina-
tional company operates, the one with the
most stringent regulation is more likely to
shape the company’s global internal policy, if
that regulation is compatible across jurisdic-
tions.117 EU regulation, however, does not have
to be most stringent on all possible regulatory
dimensions for a de facto Brussels Effect to oc-
cur. It must only have non-overlapping obliga-
tions.

The EU will likely create a more stringent reg-
ulatory regime for AI than the US will. EU
public opinion and regulatory culture are signi-
ficantly more prone to produce stringent risk
regulation. This has not always been the case.
The US had more stringent risk regulation
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of Executive Departments and Agencies, Guidance for Regulation of Artificial Intelligence Applications,” Regulations.gov, accessed July 21, 2022.
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between the 1960s and the 1990s, after which
EU regulation started becoming more strin-
gent.118 David Vogel describes this pattern119

and seeks to explain it. Firstly, he claims it
stems from an increase in public demand for
more stringent risk regulation in the EU and a
decrease in the US, partially as a consequence
of the success of regulation pursued in the
1960s to 1990s. For example, differences in
public opinion regarding food safety and data
privacy have driven laxer rules in the United
States and stricter rules in the EU, which might
also happen for AI regulation.120 Secondly, risk
regulation has become politically polarised in
the US since the 1990s, while this has not oc-
curred in the EU. Republican President Nixon
created the US Environmental Protection
Agency in 1970, while Donald Trump called
for its abolition during his presidency, indic-
ating an increased polarisation in environ-
mental risk regulation.121 Thirdly, Vogel sug-
gests, while the US has adopted regulatory
principles and approaches that make risk
regulation less likely, requiring formal risk
assessments based on claims with high
levels of scientific certainty, the EU has
done the opposite in e.g. enshrining the
precautionary principle in the 1992
Maastricht Treaty.122

EU citizens seem more favourably inclined
towards regulation of AI technology than do
their US counterparts. When asked in a 2019
poll whether companies like Google, Apple,
Facebook, or Amazon have been sufficiently
regulated by the EU in the past 5 years, 64%
of respondents said big tech companies had

been regulated insufficiently.123 In a similar
2019 US Gallup poll, 48% of Americans fa-
voured more regulation of big tech compan-
ies.124 Given the EU’s higher levels of existing
regulatory burden for big tech, these results
suggest preferences for significantly more
regulation in the EU than in the US. Other
survey data shows a less clear picture. For
example, a 2019 survey of US public opinion
found that 82% of respondents agreed with
the statement that “Robots and artificial intel-
ligence are technologies that require careful
management”, while a 2017 Eurobarometer
survey found that 88% of EU respondents
agreed with the statement.125

The United States regulatory discourse on AI
differs from the European discourse in that it
focuses less on product safety or fundamental
rights, is more national security focused, and
is expected to be less stringent.126 In 2020, the
Office of Management and Budget (OMB)
published guidelines for federal agencies
concerning AI regulation. While the OMB
does not have the authority to propose new
legislation, its framing and interest in AI gov-
ernance are very different from those of the
2020 EU AI White Paper.127 While the EU AI
White Paper discusses competitiveness, trust-
worthiness, and safety, the OMB AI memor-
andum is framed around breaking down bar-
riers to innovation and the adoption of AI.
The memorandum states that “[a]gencies
must avoid a precautionary approach that
holds AI systems to such an impossibly high
standard that society cannot enjoy their bene-
fits.”128 Furthermore, digital companies, particu-
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131 Vogel, The Politics of Precaution: Regulating Health, Safety, and Environmental Risks in Europe and the United States.
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133 Nicolás Elena Sánchez, “Pandemic Speeds Calls for Ban on Facial Recognition,” EUobserver, May 18, 2021.
134 European Commission, “Public Consultation on the AI White Paper: Final Report,” November 2020, 11.
135 Haley Samsel, “California Becomes Third State to Ban Facial Recognition Software in Police Body Cameras,” Security Today, October 10, 2019; Leufer and

Lemoine, “Europe’s Approach to Artificial Intelligence: How AI Strategy Is Evolving.”
136 Katharina Buchholz, “Americans Accept Facial Recognition for Public Safety,” Statista, June 10, 2020.
137 Bradford, The Brussels Effect: How the European Union Rules the World, chap. 5.

larly Google, Amazon, Facebook, Apple, and Mi-
crosoft, are more influential in United States polit-
ics than in EU politics.129 While some contest that
US and EU policy do not differ significantly in
their precaution across all policy domains,130 the
difference does seem significant with regard to
product safety regulation.131We therefore expect
less stringent AI regulation in the United States
than in the EU.

The situation with regard to AI-powered facial
recognition is less clear but may nonetheless
indicate differences in regulatory culture
between the EU and other jurisdictions such
as the United States. The proposed AI Act in-
cludes a ban on “real-time” biometric identifica-
tion for law enforcement purposes with certain
exceptions, such as particularly serious
crimes.132 Belgium has found facial recognition
applications unlawful.133 In the EU AI White Pa-
per consultation, 55% of all citizens and 29% of
civil society called for a ban of remote biometric
identification systems in publicly accessible
spaces. Out of all respondents, 77% responded
that remote biometric systems should be
banned (28%), only allowed conditional on cer-
tain requirements being met (29%), or only al-
lowed in certain cases (20%), with 17% of re-
spondents not expressing an opinion.134 In part,
there have been similar tendencies in the
United States. The states of Oregon and New
Hampshire have enacted bans on using facial
recognition technologies in law enforcement
body cameras. California introduced a three-
year moratorium on the same uses in January
2020.135 Further, the facial recognition debate

has become charged by the Black Lives Matter
protests of 2020. However, as of June 2020,
59% of Americans still favoured facial recogni-
tion technology for law enforcement.136

China, on the other hand, may adopt more
stringent regulation than the EU, but would
only be likely to do so for private sector uses of
AI. For a more detailed assessment, see the
discussion in section 2.3.4. The Chinese Com-
munist Party (CCP) is unlikely to limit its ability
to use AI technology for e.g. surveillance and
censorship. Even if China adopted more strin-
gent regulation than the EU, we should not
necessarily expect a de facto “Beijing Effect”.
Firms may seek to avoid risks to their reputa-
tion from potentially being regarded as co-
operating with autocracies. For instance, firms
do not wish to be viewed as “complicit in state
censorship in the most speech-restricting na-
tion”.137 More importantly, as discussed in sec-
tion 2.5, many globalised companies already
offer different products in China than in the
rest of the world.

2.3. Regulatory Capacity
The EU’s generally high regulatory capacity –
which includes expertise, coherence within
and between relevant policy institutions, and
sanctioning authority – increases the chance
of discovery and sanctions of infractions
and ensures regulation is well-crafted,
though its capacity with regard to AI may be
weaker.138 Moreover, being the first jurisdiction
to regulate a particular issue increases the
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chances for a de facto Brussels Effect; there
is a first mover advantage. For AI, the EU will
likely be the first large jurisdiction to com-
prehensively regulate the technology, it has
sufficient sanctioning authority, and it has set
up new AI policy bodies to gain more expert-
ise. However, some argue the expertise that
current regulators’ have in AI may be lim-
ited.139

2.3.1. Regulatory Expertise

Regulatory expertise means that relevant au-
thorities have knowledge and resources rel-
evant to the regulatory domain. Regulatory
expertise often reduces compliance costs
while still achieving the same regulatory
aims, making regulation more effective.

Usually, the EU is regarded as having high
regulatory expertise, though its expertise
regarding AI is harder to judge. For in-
stance, many EU civil servants have tech-
nical or economic PhDs.140 Further,
European regulatory agencies that enforce
the EU product safety rules are led by ex-
perts.141 For AI in particular, an assessment
of the skills of policymakers and institutional
expertise on the national and European
level is complicated as the issue is relatively
novel and there is no existing agency on the
subject.142 The Commission sought to ad-
dress this by establishing technical expert
groups, such as the High-level expert group
on artificial intelligence143 and the Expert

Group on Liability and Emerging Technolo-
gies, while already having regulatory ex-
pertise on product safety testing.144

However, at the same time, the Commission
has been accused of lacking an evidence-
based AI policy plan.145 In places, the Com-
mission’s AI Act draft seems to show a lack of
understanding of AI technology. For in-
stance, the act requires “[t]raining, validation
and testing data sets [to] [...] be relevant, rep-
resentative, free of errors and complete.”146

On common sense interpretations of these
requirements, it seems technically near im-
possible to ensure datasets are free of errors
and complete.147 However, it is worth noting
that the recitals accompanying the Commis-
sion’s proposal and the French presidency of
the EU Council’s proposal both include
weaker, more achievable versions of the re-
quirement.148

Lower regulatory expertise can increase the
regulatory costs for the relevant industry
and unnecessarily reduce product quality
by disallowing too many practices. This may
in turn lead to buyers substituting AI
products with alternatives and otherwise re-
ducing their consumption of AI products. In
response, the EU market size (§2.1.1) would
be reduced, making it less profitable to not
differentiate the EU and non-EU products,
as described in section 2.4. This reduces
the likelihood of a de facto Brussels Ef-
fect.149
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2.3.2. Regulatory Coherence

Regulatory coherence concerns the degree to
which the demands of regulatory targets are
clear and consistent.150 The proposed EU regu-
lation seems well set-up to ensure such coher-
ence by (i) aiming to establish EU-level rules for
AI, instead of going through a period with na-
tional governments adopting their own policies,
and (ii) clearly identifying the relevant actors re-
sponsible for supervision and enforcement.

As a collective of 27 member states, the
European Union at times has greater difficulty
finding common solutions to regulatory prob-
lems compared to other jurisdictions such as
China and the US. This can hinder a de facto
Brussels Effect. Importantly, it can also under-
mine the free movement of goods within the EU
and the EU single market, one of the union’s
core objectives. Thus, to achieve this goal, the
EU has put significant effort into harmonising
regulation since the 1990s.151

Coherence in aims and intentions is high for AI
regulation. In April 2018, EU member states
committed to a joint approach in a Declaration
of Cooperation on Artificial Intelligence.152 The
draft EU AI Act published in April 2021 is a max-
imum harmonisation instrument,153 meaning that
once the act is passed, national law cannot ex-
ceed the EU-level rules.

Maximum harmonisation and the resulting co-
herence make a de facto Brussels Effect more
likely.154 For instance, food safety standards do
not exhibit a Brussels Effect, partly because the

rules differ between EU member states, effect-
ively shrinking the EU market covered by the
regulation and also because the EU is a prefer-
ence outlier.155 Even if AI regulation did not
achieve maximal harmonisation and coherence
in a first law, coherence can also develop over
time. The case of data protection regulation is il-
lustrative, where the first efforts (notably in Ger-
many) were national, followed by an EU direct-
ive in 1995 (which states could implement in
different ways). Fully harmonised EU-level regu-
lation came with GDPR taking effect in 2018.156

Further, all else being equal, the Brussels Effect
of AI regulation will be greater if specific and
known regulatory bodies are clearly made re-
sponsible for the issue and for shaping and en-
forcing market rules. To do so, the Commission,
in the EU AI Act proposed in April 2021, seeks to
set up a European Artificial Intelligence Board.157

New national market surveillance authorities
(MSAs) will be set up and specifically tasked
with enforcing the AI Act.158

2.3.3. Sanctioning Authority

The sanctioning authority of a regulator, such
as the Commission, has two parts. First, it con-
sists of creating laws with sufficient sanction-
ing clauses. Second, the Commission must
have the legal institutions and resources to
identify and sanction violations. The current AI
Act proposal includes significant sanctioning
powers, including the ability to levy heavy
fines. It is less clear whether there will be
sufficient resources to identify and sanction
violations.
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The EU tends to back up regulation with
sufficient sanctioning authority and capacity.
For instance, financial penalties in the case
of a violation of EU competition law can
amount to 10% of the company’s annual
turnover. The GDPR allows for fines of up to
4% of the company’s annual turnover.159

What about sanctioning capacity? The en-
forcement of GDPR offers a helpful case
study. In the first year of the GDPR after it
came into force in May 2018, an estimated
91 fines were issued.160 As of the end of
2021, there has been a total of 990 fines
and penalties – a significant increase in
fines per year.161 Half a year after the
GDPR’s implementation, Google was fined
50 million euros;162 in July 2021, the Lux-
embourg National Commission for Data
Protection issued Amazon a 746 million
euro fine;163 and in December 2021, the
French National Data Protection Commis-
sion issued total fines of 200 million euros
to Google and its subsidiaries164 as well as
60 million euros to Facebook.165

The budgets of the national Data Protec-
tion Commissions (DPCs), the enforce-
ment agencies responsible for the GDPR,
have increased since the regulation’s in-
troduction. The DPC in Dublin has signific-
ant responsibility for enforcing the GDPR
for Amazon, Facebook, and Google.166 In
2016, it had an annual budget of 9 million
euros, which increased to 23 million in
2022, with another two million added per

year since the introduction of the GDPR.167

However, it is still criticised for being too
slow, in particular with regard to cross-
border cases. According to a 2021 Irish
Council for Civil Liberties report, “[a]lmost
all (98%) major GDPR cases referred to
Ireland remain unresolved.”168

Similar to the GDPR, the EU product safety
framework has significant sanctioning capa-
city. Consider, for illustration, the case of toy
safety standards. While the legal toy safety
standards in the United States and Europe
are similar, there have been ten times as
many recalls of Chinese children’s toys in the
EU than in the United States.169 Such sanc-
tioning capacity at existing product safety
enforcers is important to AI Act enforcement,
as they will continue to be responsible for
product safety even when products introduce
AI systems.

The proposed AI Act allows for large penal-
ties, which can be up to 6% of global
turnover or 30 million euros – whichever is
higher – for breaches of the Title II prohibitions
of e.g. social scoring or of the Title III data qual-
ity requirements for high-risk systems. For
other rules of the proposed AI Act, the maxim-
ums are lower: up to 20 million euros or 4% of
global turnover (whichever is higher) for non-
compliance with other obligations in the law
and up to 10 million euros or 2% of global
turnover (whichever is higher) for providing in-
correct, incomplete, or misleading informa-
tion to the relevant authorities.170
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If the infringer is a public body, penalties
are chosen by the member states.171

However, there are reasons one might worry
the AI Act will not be sufficiently strictly en-
forced. Except for biometric identification sys-
tems and those systems already covered by
existing product safety regulation, every high-
risk AI system can get the CE (European Con-
formity) label through internal self-assess-
ments without involving external certifying
bodies, causing some to worry that compli-
ance will not be sufficiently high.172 On the
other hand, many CE-markings do not require
input from external certification bodies – often
called “notified bodies”. The AI Act would
simply put in place bodies charged with mon-
itoring compliance across the industry.

The main enforcement bodies of the AI Act
are the market surveillance authorities
(MSA) in every member state, a common ap-
proach in EU product law.173 MSAs are public
bodies with wide-ranging powers to obtain
information, apply penalties, withdraw
products, and oblige intermediaries to
cease offering certain products. It is com-
pulsory for providers of high-risk AI systems
to inform an MSA of new risks and malfunc-
tions and for providers to inform the MSA of
risks found in their post-marketing monitor-
ing.174 In the GDPR, users have a right to
lodge a complaint, and not-for-profit bodies
or associations can also do so on their be-
half. That means that if one suspects that a
data-processing company acted unlawfully
and the company does not react, one can
file a report to the MSAs, which then have to
take further actions.175 In contrast, while the

proposed MSAs connected to the AI Act
may receive complaints from citizens, the
MSA is not required to investigate them,
something which has drawn criticism from
e.g. the Ada Lovelace Institute,176 the Future
of Life Institute,177 and the Irish Council for
Civil Liberties.178 For the enforcement of the
AI Act, the Commission estimates that 1–25
extra staffers will be hired per member
state,179 likely growing over time.180 Some
have argued that this number “is far too
small.”181 It remains unclear whether the
sanctioning capacity will prove sufficient.

To conclude, the AI Act includes high levels
of sanctioning authority, similar to that of the
GDPR, whereas its accompanying sanction-
ing capacity is more uncertain. It might be
that infringements are much harder to detect
for the AI Act than for the GDPR or that the
MSAs will not be staffed with sufficient ex-
pertise. It could also be that the lack of ability
for citizens to submit complaints to the MSAs
will lead to insufficient enforcement. It is diffi-
cult to know before the legislation and de-
tails of accompanying sanctioning authorit-
ies have been finalised.

2.3.4. First Mover Advantage

A de facto Brussels Effect for EU AI regulation
becomes more likely if the EU is the first juris-
diction to regulate this issue. This is firstly be-
cause it reduces the chance that other juris-
dictions pass incompatible regulation.
Secondly, if the EU is the first mover and an-
other jurisdiction does pass EU-incompatible
regulation – i.e. more stringent than the EU
regulation in some respect – it is more likely
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that companies will continue to comply with
EU regulation in all other jurisdictions be-
cause they have already borne the fixed costs
for the EU regulation.

The EU seems likely to be the first major juris-
diction to pass comprehensive AI regulation.
However, given the slow pace of EU regulatory
processes and delays in negotiations of the AI
Act,182 we may see smaller jurisdictions183 adopt
comprehensive AI regulation before the EU
does, and we are already seeing large jurisdic-
tions adopting regulation for parts of the AI
ecosystem. In September 2021, Brazil’s lower
parliamentary house, the Chamber of Depu-
ties, agreed on a proposed law outlining how
AI would be regulated and the role of existing
regulators.184 In April 2022, the Brazilian Sen-
ate tasked a commission with proposing a bill
on AI regulation, taking into account e.g. the
bill proposed by the lower house.185 Similarly,
China has put in place regulation of recom-
mender systems, and it proposed regulation
for content-generation systems in early
2022.186

However, the EU may still benefit from a first
mover advantage via its having published e.g.
the AI Act draft and various documents lead-
ing up to its drafting.187 In doing so, other juris-
dictions are e.g. more likely to ensure their
regulation remains compatible with the EU
approach.

2.4. Inelasticity within and
outside the EU

Demand and supply within and outside the EU
must be relatively inelastic; that is, the de-
crease in the AI product market for any given
increase in compliance costs or decrease in
product quality as a result of new EU regulation

on AI must be small. Positive elasticity, where
e.g. demand increases in response to the regu-
lation, would contribute even more to a de facto
effect. However, we use the term “inelasticity”
for convenience and because negative elasti-
city seems more plausible. In section 1.1.2, we
discussed the regulatory costs of EU regulation
for firms, which could be up to 17% of the invest-
ment in high-risk AI systems. The higher the
elasticity – that is, the more substantially con-
sumption changes for a given increase in regulat-
ory cost or reduction in product quality – the (i)
more EU AI spending goes down and firms are
less likely to invest in the EU, and (ii) the less likely
firms decide to sell EU-compliant products abroad,
as the revenue from selling EU-compliant
products outside the EU would be smaller.

We discuss four components of inelasticity. First, if
buyers have a preference for compliance and
compliant products, they are more willing to pay
the compliance costs. End consumers could be
more trusting of a regulated AI market and AI
products that bear a CE mark. This seems likely,
though it is possible that the EU-compliant
products will be seen as lower quality outside the
EU, e.g. if certain functionality is or is assumed to
be lacking.188 Second, if EU buyers can,
without great effort, move their consumption
of AI products out of the EU, then the demand
is more elastic. Third, the more substitutes or
alternatives are available for a comparable
price, the greater the likelihood that buyers
substitute AI products with alternatives – in-
creasing the elasticity of non-EU and EU de-
mand. Fourth, firms’ investment decisions be-
ing inelastic further increases the chance of
de facto diffusion. We argue that the elasti-
city of firms in response to new EU AI regu-
lation is higher for a more competitive mar-
ket and for smaller firms.

Within the EU, we tentatively conclude that
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immediate effects on EU consumption of AI
products are unlikely – EU end consumers are
unlikely to e.g. move their consumption of AI
products out of the EU – but that the in-
creased regulatory burdens could decrease
EU consumption over time via supply-side
effects. As innovation and adoption of some
AI technologies become slower and more
costly, thus increasing barriers to entry, suppli-
ers and developers may delay or avoid intro-
ducing products in the EU, e.g. choosing to
roll out their AI products in other markets first.
These higher barriers to entry are likely to
differentially affect smaller actors. The size of
these effects will crucially depend on the reg-
ulatory cost, which is difficult to estimate be-
fore the legislation has been finalised.189

Outside the EU, we conclude that demand is
likely inelastic in the regions in which EU
compliance is seen as a quality signal, e.g. if
EU norms diffuse to other markets.

2.4.1. Preferences for Compliant Products

AI regulation could increase consumption of
AI by increasing trust in products and the
market, increasing legal certainty, and in-
creasing EU harmonisation. Indeed, the EU
Commission seems to rely on this being the
case, arguing in its preamble to the draft AI
Act that “as a result of higher demand due
to higher trust, more available offers due to
legal certainty, and the absence of
obstacles to cross-border movement of AI
systems, the single market for AI will likely
flourish.”190 Other jurisdictions have made
similar statements on the importance of
trust. For example, the White House Office
for Management and Budget has stated in
guidance that “the continued adoption and

acceptance of AI will depend significantly
on public trust.”191

What is the connection between product
safety regulation, trust, and the size of the
AI market? In short, when consumers
struggle to judge the quality of products,
product safety regulation can increase a
market and/or move it closer to a more so-
cially optimal level of product safety. In such
markets, sellers will be incentivised to com-
pete on metrics that consumers can per-
ceive, such as price, in turn potentially lead-
ing to consumers losing trust in the
market192 or to providers of more quality
goods leaving the market, thereby reducing
their consumption.193 This seems particularly
the case for “credence goods”, where a con-
sumer is unaware of the quality, including its
safety, of a good even after having consumed
it, but it also applies in cases where judging
the quality of a product would take a lot of
effort.194 It seems likely that some AI systems
are credence goods, especially when consid-
ering lack of discrimination an aspect of qual-
ity. This dynamic can be reverted if consumers
are provided with some way to identify
product quality. Product safety regulation is
one such way,195 though it can also be ad-
dressed by industry-led standards, reputa-
tions,196 and, potentially, consumer rating sys-
tems.

There are two other mechanisms by which
the market might grow: the AI Act increas-
ing legal certainty and it providing a har-
monised market. The EU AI market is not
unregulated. Existing regulations apply
when using AI systems e.g. for human re-
sources functions. However, it might not al-
ways be clear how those regulations apply.
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In putting in place new rules, the EU hopes to
increase legal certainty on how AI systems
can be used. Further, the AI Act is an attempt
to put in place one set of EU-level harmon-
ised rules before national governments im-
plement their own potentially incompatible
AI regulation. Thus, the AI Act could signific-
antly reduce the cost of operating in the EU,
compared to the counterfactual situation
where companies would need to comply
with up to different 27 national regulations.

Outside the EU, buyers might consume
more of the EU-compliant product (includ-
ing paying more for it) if they perceive it to
have more safety-enhancing features or
otherwise believe it to be more trustworthy,
increasing the revenue of non-differenti-
ation. The perceived quality of EU-compli-
ant products outside the EU varies widely.
For instance, the EU’s CE mark serves as a
signal of product quality in Australia and
New Zealand.197 At the same time, con-
sumers in other regions may be unwilling to
accept the higher price or loss in product
features associated with the CE mark’s reg-
ulatory burden and compliance costs.

Similarly, customers outside the EU might
have a preference for companies that com-
ply with the EU rules in their jurisdictions.
Customers may criticise companies who
choose differentiation for complying with
one standard for EU customers and another
for other customers. For instance, Nestlé has
been criticised for producing and selling
more-hazardous products in some develop-
ing countries.198 The AI industry may be par-
ticularly vulnerable to criticisms of this kind
since the media has a large appetite for criti-
cising the AI companies’ business practices,
as illustrated by the “techlash of big tech”.199

Moreover, various examples demonstrate the
motivation of AI workers at major technology

companies to engage in internal corporate
activism, which increases those companies’
potential to have their reputation harmed by
offering products of different standards.200

The extent to which trust and legal certainty
will be increased by the EU’s forthcoming AI
regulation remains to be seen and will de-
pend largely on the result of ongoing legis-
lative processes and how the requirements
in the AI Act are made more concrete in
standardisation efforts.

2.4.2. Ability to Leave the Market

If buyers can easily move their consumption
of AI products outside of the EU AI regula-
tion’s jurisdiction, that would significantly in-
crease the elasticity of the EU market in re-
sponse to that regulation, thereby reducing
the EU AI market and decreasing the chance
companies offer their AI products on the EU
market.

End consumers are unlikely to move out of the
EU in response to new AI regulation. For in-
stance, if a restaurant’s price increases in the
EU, residents do not move out of the EU to en-
joy lower restaurant prices. A regulation’s
scope, including whether that regulation ap-
plies to EU imports, influences the inelasticity
of buyers. If imports were out of scope, buyers
would find it practically costless to substitute
the regulated product. However, this is not the
case in the proposed AI Act, in line with
product safety regulation practices.

In contrast to end consumers, companies that
act as buyers in a B2B exchange might be
more willing to leave the EU market. For in-
stance, if EU regulation makes a financial de-
rivative more expensive to buy, a hedge fund
may not be prepared to pay a higher price for
a financial derivative in the EU and may in-
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stead move its assets out of the EU market.
Similarly, some businesses might be incentiv-
ised to move their operations out of the EU if
that allows them to avoid potentially onerous
obligations imposed by the AI Act. This may
be possible in some cases. For example, man-
ufacturing companies may do so, as the AI Act
concerns the use of machinery, but not end
products of a manufacturing process that do
not include AI components. Manufacturing
companies may experience costs from the AI
Act in their potential use of worker manage-
ment systems and in the use of machinery
(the AI Act terms machinery as a high-risk use
of AI and calls for existing product safety re-
quirements for machinery to be made consist-
ent with the AI Act).201 However, moving such
operations is likely to be very costly and only
justified by very large compliance costs. Per-
haps, therefore, added costs to manufactur-
ing processes are more likely to affect de-
cisions to invest in new manufacturing
facilities, rather than causing existing facilities
to move.

2.4.3. Substitutability

The available substitutes within and outside
the EU are likely to be different. Within the
EU, the substitute for AI products covered by
the AI Act will likely be non-AI-based
products or solutions, including human la-
bour. If the substitutability of AI products is
high within the EU – if it is easy to find com-
parable products or solutions at a compar-
able price – the chance of a de facto Brus-
sels Effect is reduced, as EU customers will
likely opt for alternatives, reducing the EU
market size.

Over time, if AI systems continue to improve
and become deeply embedded in business
processes, we should expect it to become in-
creasingly difficult to substitute them with
e.g. human labour. Over time, it will become
increasingly worth making the investment in

AI systems. Even now, it is hard to believe
that AI systems such as recommender sys-
tems in news feeds or content platforms
could be effectively replaced with non-AI sys-
tems. Thus, we do not expect substitutability
to have a large impact on the chances of a de
facto effect.

The availability of substitutes for AI systems
could reduce the speed or change the direc-
tion of innovation as AI systems are incentiv-
ised to meet certain requirements and as the
cost of producing AI systems for the EU mar-
ket increases. For example, some have ar-
gued that, due to higher taxes on labour than
capital investments, the current US tax code
incentivises investments in automation repla-
cing human labour beyond what is socially op-
timal.202 Further, some argue that incentives
should be introduced to promote the develop-
ment of AI systems that complement rather
than displace human labour.203 We are not
sure how the speed of innovation is likely to
be affected. We can further suggest that the
direction of innovation will change: the AI Act
will produce incentives to increase the per-
formance and lower the production cost of AI
systems compliant with the EU rules.

Outside the EU, substitutability is likely to be
significantly higher: EU-compliant systems out-
side the EU will be competing with non-EU-
compliant products. Thus, we should expect
the extent to which EU-compliant products are
bought outside the EU to be significantly more
sensitive to the changes in price and quality
brought about by compliance with EU rules.
The extent to which compliance with EU rules
makes a product better or more expensive is
therefore crucial to firms’ decisions of whether
to offer EU-compliant products outside the EU.

It is unclear how the substitutability of EU-com-
pliant systems outside the EU will change over
time. The difference in price and performance
could decrease over time as investment in
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developing the regulatory technologies to
ensure compliance with the requirements
ramps up. On the other hand, it could be that
the AI Act’s requirements become more oner-
ous over time, e.g. if there are trade-offs
between a model’s accuracy and features re-
quired by the AI Act, if ensuring human over-
sight becomes harder with increasing speed
and complexity of AI systems, or if the regula-
tion fails to keep up with technological devel-
opments.

2.4.4. Supply-Side Elasticity

Another important factor is the elasticity of
the firms supplying AI products. They might
change their behaviour in response to the EU
regulation or in response to changes in de-
mand. The higher the demand elasticity and
the higher the regulatory cost, the lower the
profitability of supplying products to the EU
market. This might mean that firms, investors,
and entrepreneurs move their scarce re-
sources (e.g. capital, human resources) out of
the EU market or delay investment in the EU
market. For example, they might first develop a
product for the non-EU market and only then
choose to take on the added compliance costs
required to expand into the EU market. This dy-
namic would reduce absolute and relative EU
AI spending – weakening the de facto Brussels
Effect (see §2.1.1 for a discussion). In sum, if the
sellers’ investments respond substantively to
regulatory costs, a de facto Brussels Effect is
less likely.

We can start by looking at how profitability in the
AI industry could be affected by the AI Act. Es-
timates of the profit margin in the AI industry are
difficult and diverse. This might be because
profitability among AI firms differs drastically
and many AI and technology companies incur
losses for several years, even when they are
already public.204 Some venture capitalists es-
timate that the profit margin of the average AI

company is between 50 and 60%.205 Regulation
which increases the costs by 10% could lead to
a profit margin of 40–50%. Thus, one might ex-
pect investors and entrepreneurs to deploy
their scarce resources in other markets if those
markets can garner higher returns. Competition
among AI firms and investors would dampen
this effect: the higher returns outside the EU
would attract more capital, driving down its
value and ability to gain such high returns.

Given EU consumers’ difficulty of moving their
AI consumption out of the EU and the potential
difficulties in finding substitutes for AI
products, companies may be able to raise
prices to keep profit margins at a similar level.
This could be possible provided the competi-
tion on the market is not too high.

Furthermore, the AI Act is likely to increase bar-
riers to entry for the EU AI market, which might
mean that the profits of a company that suc-
ceeds in the EU are more secure.206 This could
mean that large companies, with significant
compliance divisions already well set-up to re-
act to new regulation, will not reduce their in-
vestments in the EU market, while small and me-
dium enterprises do. This could in turn reduce
the innovativeness of the EU AI market over
time. The AI Act does include measures, such as
regulatory sandboxes,207 to reduce burdens on
smaller actors, but it is unclear if they will be
sufficient.

The GDPR provides weak, inconclusive evid-
ence on whether innovation and SMEs will be
stifled. A study based on interviews with Ger-
man start-ups whose products or business
models centre on personal data does not
find conclusive evidence as to whether the
GDPR has increased or stifled innovation.208

Others report stifled innovation, as the
GDPR advantages large companies redu-
cing competitiveness by increasing barriers
to entry.209
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There could be even larger effects on EU in-
novativeness in AI if research and develop-
ment would be directly affected by the AI
Act, regardless of whether a product has
been deployed on the market. If the regula-
tion would also affect AI R&D, then we
would expect a bigger supply-side response
to the regulation, as research would likely
move out of the EU, reducing the amount of
AI talent in the region and weakening innov-
ation clusters.

To conclude, the response to the AI Act
among buyers and sellers could be suffi-
ciently inelastic to undergird a de facto Brus-
sels Effect. The inelasticity is contingent on
the preferences for compliant products. Non-
EU consumers are unresponsive to regula-
tion if customers perceive EU-compliant
products to be higher quality and require-
ments don’t make a product less attractive to
customers, for example if complying with
them produces an inferior product in some
way. If buyers outside the EU are less willing
to pay for EU-compliant products, firms could
be discouraged from selling EU-compliant
products outside the EU as it would decrease
the revenue from non-differentiation.

2.5. Costs of Differentiation
The next crucial determinant of whether there
will be a de facto Brussels Effect is the cost of
differentiation and how it differs from that of
non-differentiation. The higher the relative cost
of choosing differentiation, the greater the
chance of a de facto effect. As illustrated in Fig-
ure 2 above, in choosing non-differentiation,
firms avoid paying additional fixed regulatory
costs as that cost has already been borne in
choosing to stay in the EU market. They also
avoid potential duplication costs and might
face lower verification costs outside the EU. On
the other hand, they will have to pay the vari-
able compliance costs associated with offering
an EU-compliant product outside the EU.

Before exploring the costs of non-differenti-
ation versus differentiation in more detail, it is
useful to note that whether they choose non-
differentiation depends on earlier factors.
Firstly, the smaller the non-EU’s absolute mar-
ket size (§2.1.1), the smaller the EU variable
compliance cost of non-differentiation com-
pared to the fixed costs involved in differenti-
ation. The more oligopolistic the market struc-
ture (§2.1.2), the more likely it is that
companies can coordinate their compliance
strategies, e.g. choosing to all offer non-differ-
entiated products, meaning they are not put
at a disadvantage compared to their compet-
itors. The EU’s Code of Conduct on Counter-
ing Illegal Hate Speech Online illustrates such
oligopolistic coordination.210 The big tech
companies, including Google and Facebook,
implemented the Code of Conduct world-
wide.211

We divide our discussion of the relative cost
of differentiation into four sections. We con-
sider (i) the additional cost associated with ap-
plying the EU standards globally, (ii) the du-
plication costs and effects of early forking, (iii)
the non-EU compliance costs associated with
differentiation, and (iv) the extent to which
there is existing product differentiation.

2.5.1. Variable Costs of Non-Differentiation

A company choosing to offer an EU-compli-
ant product globally would already have in-
curred the related fixed costs ensuring EU
compliance, but incurs the additional costs
associated with offering this product glob-
ally. If those costs are low – i.e. it is cheap
to ensure all of one’s products are EU-com-
pliant once compliance for the products
sold in the EU has been secured – a de
facto effect is more likely.

There are some reasons to think that these
variable costs are relatively small and that the
fixed costs will be an important factor. One of
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the most important features of digital
products is that they have high fixed develop-
ment costs but small variable distribution
costs. This, many economists argue, is part of
why we might expect to see digital markets
and the AI industry as winner-take-most mar-
kets.212 In addition, there are trends towards
the increasing capital expenditure required to
develop frontier AI models: since around
2010, the amount of computational resources
required to train machine learning models
that advance the state of the art has doubled
approximately every 6 months.213 GPT-3, a
state-of-the-art large language model de-
veloped in 2020, is believed to have cost
around 4.6 million USD to train.214 Further,
some of the AI systems classed as high-risk in
the AI Act are in industries with large upfront
capital investment in product development,
such as those used in medical devices (dis-
cussed further in §2.6.2).

On the other hand, the development of AI sys-
tems largely consisting of fixed costs does not
necessarily mean the same holds true for
compliance with EU regulation. For example,
to comply with various regulations and de-
mands from its users, social media companies
are increasingly investing in content modera-
tion, employing large numbers of content
moderators. One 2021 report suggested that
Facebook had between 15,000 and 35,000
content moderators.215 As long as these con-
tent moderation tasks are not possible to
automate, we should expect moderator num-
bers to increase almost proportionally with
the size of the customer base.216

Concretely, some of the requirements imposed
by the AI Act may produce variable compliance
costs. This could be the case for requirements
that there is human oversight over the system, in
addition to risk management and post-market
monitoring. Some costs related to these require-
ments would likely already have been incurred in

producing an EU-compliant product for the EU
market. For example, the company would
already have put in the work of integrating their
risk management and post-market monitoring
systems into their other business practices, e.g.
updating how decisions about product launches
are made. In addition, ensuring human oversight
might require designing user interfaces for the
overseers. It could also require retraining or ad-
justing of the underlying AI systems such that
their outputs are more interpretable to meet the
requirement that the human overseer can “fully
understand the capacities and limitations of the
high-risk AI system.”217 However, these require-
ments also likely involve some variable costs, as
companies would likely need to hire additional
staff for risk management, post-monitoring, and
human oversight should they adopt these re-
quirements globally rather than only in the EU.
The extent of these costs is a crucial factor in
whether EU-compliant products will be offered
outside the EU, as well as which requirements
are more likely to be complied with outside the
EU.

2.5.2. Duplication Costs and Early Forking

Companies’ decisions of whether to offer EU-
compliant products outside the EU will
largely depend on how fundamental the
changes needed to comply with the regula-
tions will be. The more fundamental the
changes – the earlier the “fork” in the system
– and the costlier it is for the company to
maintain two separate products, the more
likely they are to choose non-differentiation.
In short, early forking often implies high du-
plication costs which incentivise companies
to offer one product globally once they have
developed an EU-compliant product.

One can think of the production process of an
AI system as starting in the design phase,
wherein a company or a researcher decides
what AI system they are going to produce.
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Next, data is selected, collected, or gener-
ated, which the model is subsequently trained
on. In some cases, such as in self-playing rein-
forcement learning systems or GANs,218 train-
ing and data generation happen simultan-
eously. In some cases, the model will
subsequently be fine-tuned or otherwise ad-
apted to a specific use. After some testing and
evaluation, the model may be deployed. Cus-
tomers will often engage with the system via
an API or some other user interface. Once the
system has been deployed, its performance
might be regularly evaluated and reviewed.219

Depending on the exact details of the regula-
tion and the nature of the industry, compliance
can be achieved by separating – forking – the
system at different stages in the process.
Some requirements and systems may require
early changes in the process. Requirements
that an AI system is robust to external threats
or new unseen scenarios (e.g. distributional
shifts) could require training an entirely new
system on new data or using more robust al-
gorithms. Requirements that high-risk AI mod-
els are neither biased nor discriminatory (AI Act
Recital (44) and Art. 15(3)220) could be fulfilled in
different ways. For example, high-risk products
are required to use less biased and more rep-
resentative datasets with an aim to reduce the
resulting system’s bias.221 Meeting such a re-
quirement would require early forking, in the
data-collection process, perhaps requiring sys-
tems to be retrained if their original training
data did not meet the AI Act’s requirements. In
contrast, if AI companies could meet require-
ments by e.g. fine-tuning models or otherwise
adjusting them after they have been trained,
the duplication costs could be much lower.

In some cases, producers can maintain two sep-
arate products cheaply, e.g., by turning off a fea-
ture or by making superficial changes to the sys-
tem. This is particularly common when the
change can be made via adjustments at the top
of the “technology stack.” For instance, Tesla re-
duced the functionalities of their autopilot for
the EU market via a software update in order to
comply with a revision of driver assistance sys-
tems regulations in 2018 while leaving their cars
in other jurisdictions unchanged.222 Similarly, the
AI Act proposes requirements that people be in-
formed when they are engaging with e.g. a chat-
bot. This requirement could likely be met with a
superficial change – by a late forking of the sys-
tem – by changing the user interface, e.g. by
adding a prominent statement saying that an AI
system is providing the outputs or by starting
any interaction by the chatbot introducing itself
as such.

There are several reasons why early forking
may produce duplication costs. A core reason
is that it may substantially weaken the econom-
ies of scale for a product. AI companies usually
have large economies of scale.223 As more
people use an AI product, more data becomes
available, improving the company’s product.
So-called foundation models,224 such as
BERT,225 GPT-3,226 CLIP,227 and Gopher,228 are
large deep learning models which can be
used in a very wide range of systems –
sometimes because they can perform a wide
range of tasks and other times because the
task they can do is useful in a large number of
systems. Once the foundation model is trained,
it can be used in many downstream models or
specific applications, for example after some
fine-tuning. After training, the cost of bringing it
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to more customers is comparatively small. Such
potential variable costs might be computing
costs, customer service, and sales. Hence, if
complying with EU regulation requires changes
to the training and modelling process of the
foundation model,229 differentiation could come
with substantial duplication costs. There are also
economies of scale regarding computational
power and talent. Producing an additional
product unit tends to become cheaper the more
units are already produced. Therefore, differen-
tiating a product into a compliant and a non-
compliant product may lead to higher produc-
tion costs of differentiation, especially if the fork-
ing happens early on, since the firm’s produc-
tion process loses some economies of scale.

Engler argues that this dynamic means plat-
forms whose algorithms are considered high-
risk (e.g. LinkedIn’s algorithms for placing job
advertisements and job candidate recom-
mendations) are particularly likely to choose
non-differentiation.230 This seems true insofar
as foundational changes are required to the
system, which seems to be the case for many
requirements. However, certain requirements
could be met via shallow changes to the
product that could just be implemented in the
EU. Such requirements could include having
sufficient human oversight or those that can
be met via fine-tuning or filtering a model. We
discuss these dynamics further in section
2.6.2.2.

2.5.3. Non-EU Compliance Costs of
Differentiation

If a company chooses to differentiate – offer-
ing non-EU-compliant products outside the EU
– they incur some other additional costs.
Firstly, they’ll need to be able to identify what
customers should be offered which product.
Secondly, they’ll need to comply with the regu-
lation of the other jurisdictions.

Unlike companies only offering one EU-compli-
ant product worldwide, companies choosing to
differentiate their products need to identify

which products are available to which custom-
ers – the companies incur an additional identi-
fication cost. The identification cost consists of
determining what jurisdiction applies to the
transaction by e.g. checking the customer’s IP
address or asking the customer to state where
they are based. Such identification costs de-
pend not only on how costly it is to get to a cer-
tain level of accuracy in identification but also on
the cost of misidentifying a customer. Suppose
enforcement is stringent and likely, and hence,
the cost of falsely identifying an EU consumer as
a non-EU consumer is high. In that case, a com-
pany finds it optimal to pay for a higher accuracy
in identification, which increases the costs of
differentiation. In sum, the identification cost will
largely depend on the details of the final AI le-
gislation and how liability is distributed among
customers, distributors, and producers.

Overall, we expect identification costs to be low
and mostly fixed, not requiring that companies do
much more than make a good faith effort to check
whether EU law applies to a particular transaction.
For example, we expect companies to have ful-
filled their duty if they e.g. only offer their product
on an EU app store or to EU IP addresses. How-
ever, it remains to be seen whether this will be the
case.

A company choosing non-differentiation would
also need to ensure compliance with the require-
ments of other jurisdictions. We expect the com-
pliance costs of other jurisdictions to be lower
than that of the EU, as the EU seems likely to
impose some of the most stringent require-
ments, at least at the time they come into
force, and because other jurisdictions are
likely to ensure a reasonably high level of
compatibility with EU regulation so as to not
disadvantage their firms’ trading with the EU.

Firms may in particular experience additional
verification costs in choosing to differentiate
their products. In deploying a different product
outside the EU, they would be less able to re-
use documentation and other assets used to
ensure EU compliance than if they had chosen
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non-differentiation. This is one reason jurisdic-
tions with significant trade with the EU may be in-
centivised to establish unilateral recognition
schemes with the EU, allowing CE-marked
products on their markets without additional reg-
ulatory approval or inspection.

2.5.4. Existing Product Differentiation

If a company has already differentiated products
between two different markets, they are more
likely to continue down that path in response to
the new EU regulation.231 For illustration, sup-
pose EU AI regulation would require compan-
ies to use a specific quality management sys-
tem (QMS),232 parts of which differ from the
industry’s current practices. If a company
does not already have differentiated
products between EU and non-EU markets,
then the new stricter requirements from the
EU market have them face the choice of
whether to upgrade their global QMS or
choose to have two separate ones. If the
company has already differentiated their
products, on the other hand, and already has
two separate QMSs, then the choice is
between upgrading both systems or just one
system, presumably incurring a larger fixed
cost for compliance. Relatedly, this means
that industries where there is more product
churn, i.e. products are replaced more often,
are more likely to see companies choose
non-differentiation.

Further, if a company already has differen-
tiated their products, that indicates that
non-differentiation is particularly costly or
that differentiation is necessary for their
product. For example, if two jurisdictions
have sufficiently dissimilar non-overlap-
ping legal requirements, differentiating
one’s products might become a necessity.
This seems particularly common in the fin-
ancial industry where companies already

spend significant resources adapting their
products to different jurisdictions’ legal re-
quirements.

Sometimes, legal requirements can effect-
ively enforce some amount of differenti-
ation, making a de facto Brussels Effect
less likely. Data localisation laws, also
called data residency laws, are an example
of this. They require that data about a na-
tion’s citizen or resident must be processed
and/or stored inside the country. China, In-
dia, and Indonesia have such laws. A dozen
others have discussed or implemented
them.233 If the EU or member states adopt
such data localisation laws, which some
considered in 2013,234 it would diminish the
attractiveness of product non-differenti-
ation as parts of the processes for non-EU
data and EU data must be separated any-
way.

Similarly, requirements that AI systems used
in the EU are trained on EU data could under-
mine a de facto effect. For example, in the
proposed AI Act, high-risk systems are re-
quired to “take into account, to the extent re-
quired by the intended purpose, … the spe-
cific geographical … setting in which the
high-risk system is intended to be used.”235

This requirement could undermine a de
facto Brussels Effect, if interpreted suffi-
ciently strictly, e.g. such that supervised learn-
ing systems deployed in the EU must be
trained solely on EU data. This would particu-
larly be the case if other jurisdictions imple-
ment similar requirements or if companies are
reluctant to offer a product trained solely on
EU data in other jurisdictions. Less strict inter-
pretations of the requirement, allowing e.g.
fine-tuning of the system on EU data, would
have a smaller effect.
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2.6. Likelihood of a De Facto
Brussels Effect for Different
Industries and Regulatory
Requirements

The above sections suggest that the AI in-
dustry as a whole may have many of the fea-
tures that make a de facto Brussels Effect
more likely. However, what holds for AI in
general might not hold for the specific indus-
tries and AI systems that the EU AI regulation
will apply to. Though it is difficult to make
predictions on how these will interact – es-
pecially before the legislation has been final-
ised – this section offers some tentative pre-
dictions. The most common reasons we find
that a Brussels Effect might not occur is if (i)
the industry or compliance within it is already
regionalised (as discussed in §2.1 and parts
of §2.5), (ii) compliance with the require-
ments does not require early forking (as dis-
cussed in §2.5), (iii) the additional cost of
compliance with EU regulation abroad is
large even once compliance for EU products
has already been secured, and (iv) compli-
ance with EU regulation does not increase
perceived product quality outside the EU,
making up for the additional compliance
costs.

We focus on the AI Act and updates to the
product liability regime. However, both the
DSA and the DMA could substantially influ-
ence the AI industry, and we encourage
other researchers to investigate their likeli-
hood of de facto diffusion.

This section proceeds by looking at particu-
lar requirements that will be introduced,
what industries and systems these require-
ments may affect, and discussing whether
the factors described above make a de facto
Brussels Effect likely or not. Section 2.6.1 ex-
plores the chance of a de facto effect in the
realm of limited-risk systems. Section 2.6.2

focuses on high-risk systems, which will re-
ceive the most detailed discussion. Section
2.6.3 discusses prohibitions of certain lim-
ited-risk systems. Finally, section 2.6.4 con-
cerns updates to the EU liability regime.

2.6.1. TransparencyObligations for Some Lower-
RiskAI Systems

The Commission’s proposed AI Act includes
provisions requiring deployers to inform users
if their system (i) interacts with humans and
(iia) is used to detect emotions or determine
association with (social) categories based on
biometric data, or (iib) generates or manipu-
lates content, e.g. deep fakes or chatbots.236

As the costs of differentiation as well as the
regulatory costs for such systems are likely to
be low, we argue that a de facto Brussels
Effect is plausible insofar as norms shift such
that customers come to see disclosure as a
sign of a company or product being trust-
worthy.237

The differentiation costs and the compli-
ance costs associated with these transpar-
ency requirements are likely low. A com-
pany using chatbots on their website can
comply with this requirement by adding a
small text box telling the customer they are
engaging with an AI system or starting the
conversation with the chatbot identifying it-
self as such. The differentiation costs are
similarly low. Companies could identify
whether a user is covered by EU law or not
via their IP address and make a slight
change to the user interface, e.g. by adding
a disclosure note.

The revenue from non-differentiation de-
pends on the preferences of non-EU con-
sumers. A disclosed chatbot might be less
effective in providing customer service and
satisfaction. At the same time, norms around
the disclosure of AI systems could provide a
reputational boost from non-differentiation,

DETERMINANTS OF THE DE FACTO BRUSSELS EFFECT

236 However, Veale and Borgesius criticise the transparency obligation for category (iii) as being unenforceable. How can a market surveillance authority
find the undisclosed deep fakes? Veale and Borgesius, “Demystifying the Draft EU Artificial Intelligence Act — Analysing the Good, the Bad, and the
Unclear Elements of the Proposed Approach.”. See also AI Act, Title IV.

237 This is in contrast to Engler, who thinks it is more likely. Engler, “The EU AI Act Will Have Global Impact, but a Limited Brussels Effect.”
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by e.g. notifying non-EU customers if they are
engaging with a chatbot. Consumers might
be distrustful of a company that has a reputa-
tion for not disclosing AI systems. In this
case, non-EU consumers would be unre-
sponsive (§2.4) because they prefer disclos-
ure – increasing the revenue from non-differ-
entiation and making a de facto Brussels
Effect more likely. Another factor is the ex-
tent to which non-EU customers would pun-
ish actors for holding a “double standard”,
having different transparency policies in the
EU and elsewhere.

We could get a sense of the chance of a Brus-
sels Effect of such transparency obligations
by considering California’s 2018 Bot Disclos-
ure Act.238 This law requires some companies
interacting with Californian consumers, in-
cluding importers to California, to highlight
when a user interacts with a bot. “Any public-
facing internet website, web application, or di-
gital application” with more than ten million
unique monthly American visitors, i.e., the 80
most popular websites,239 must disclose
bots.240 Some commentators expected the
Bot Disclosure Act to exhibit a California
Effect.241 Unfortunately, to date, no impact as-
sessment or similar evaluation has been pub-
lished to evaluate the California Effect of the
BOT Act.

2.6.2. Conformity Assessments for High-Risk
AI Systems

What parts of the EU’s regulation of high-risk
AI regulation are most likely to see a de
facto Brussels Effect? To answer this ques-
tion, we first look at what high-risk uses of
AI (including in which industries) and what
requirements from the draft AI Act are most
prone to seeing de facto diffusion. For a re-

cap of what systems are classified as high-
risk and what requirements are imposed on
them, please refer back to section 1.1.2 and
Table 1.

2.6.2.1. What High-Risk Uses of AI Are
Most Likely to See a De Facto Effect?

We believe that we’re most likely to see de
facto regulatory diffusion in the use of AI in
the following domains: (i) many of the
products already covered by existing
product safety regulation under the New
Legislative Approach, most notably med-
ical devices; (ii) worker management, in-
cluding hiring, firing, and task allocation;
(iii) some general AI systems or foundation
models used across a wide range of uses
and industries; and (iv) less confidently, the
use of AI in the legal sector and the use of
biometric identification and categorisation
of natural persons.242 We argue that most
other uses considered high-risk in the pro-
posed AI Act will not see a strong de facto
Brussels Effect, as the market structure or the
product differentiation is already regionalised
(see §§2.1.2 and 2.5). This is partly because
many of the uses deemed high-risk in the AI
Act are government uses of AI.

The majority of the high-risk uses of AI outlined
in the AI Act’s Annex III concern government
uses of AI, which naturally pushes in favour of a
regional market structure. These uses include
management and operation of certain critical in-
frastructure (e.g. road traffic); admission and
grading within educational settings; decisions
regarding granting or revoking access to public
benefits; various uses by law enforcement; uses
in migration, asylum, and border control man-
agement; and AI systems to assist judicial au-
thorities (e.g. courts) in their work.243
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238 California Senate, “An Act to Add Chapter 6 (commencing with Section 17940) to Part 3 of Division 7 of the Business and Professions Code, Relating to
Bots,” Pub. L. No. 1001, CHAPTER 892 (2018), http://bcn.cl/2b6q3. It is also known as the BOT (“Bolstering Online Transparency”) Act or California Senate
Bill 1001.

239 Quantcast, “Audience Measurement & Analytics Platform,” Quantcast (Quantcast Inc, August 30, 2020).
240 California Senate, An act to add Chapter 6 (commencing with Section 17940) to Part 3 of Division 7 of the Business and Professions Code, relating to bots.
241 CITRIS Policy Lab, “Fair, Reliable, and Safe: California Can Lead the Way on AI Policy to Ensure Benefits for All,” Medium, May 28, 2019. The regulatory

diffusion of California legislation is often compared to the EU's regulatory diffusion. Historical examples for a “California Effect” include data privacy,
food safety, and vehicle regulation. Bradford, The Brussels Effect: How the European Union Rules the World. California is frequently among the earliest
US states to adopt new legislation to strengthen democratic ideals, consumer rights, and individual freedom or rights.

242 The first two of these four groups are also discussed in Engler, “The EU AI Act Will Have Global Impact, but a Limited Brussels Effect.”
243 AI Act, annex III.
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Beyond these government uses of AI, addi-
tional high-risk uses outlined in Annex III appear
to either have a regional market structure or
already have products differentiated along re-
gional lines. One such example is the manage-
ment and operation of critical infrastructure
such as the supply of water, gas, heating, and
electricity.244 Though the market in these indus-
tries tends to be slightly more globalised earlier
in the supply chain (e.g. in producing and trad-
ing electricity), the markets for supplying these
commodities tend to be fairly regionalised, mak-
ing a de facto Brussels Effect significantly less
likely.

High-risk uses of AI in the financial sector also
seem unlikely to us to see a de facto Brussels
Effect, due to a regionalised market structure
and having products differentiated along re-
gional lines. Though the financial sector as a
whole is reasonably globalised, especially with
regard to financial services for corporations and
with regard to investment, the particular finan-
cial-sector uses picked out by the AI Act see less
globalisation: assessments of creditworthiness
or credit scores of natural persons.245 Such as-
sessments tend to be carried out by national or
regional companies, partly because of differ-
ences in rules and regulations between juris-
dictions.

There is still some chance that we will see a de
facto effect in these regionalised domains. The
most plausible mechanism by which this would
happen is if theprovisionof AI systems for these
uses is globalised – that is, if e.g. governments
procure systems for the high-risk uses and
those vendors are global actors – and/or if
compliance with EU requirements becomes
seen as a quality signal. The latter could end up
being the case, especially since these uses of
AI (e.g. the use of AI for admission decisions),
are likely to be controversial. Whether this

effect ends up strong enough to produce a de
facto effect remains to be seen.

Moving on to the uses of AI we think are more
likely to see a de facto Brussels Effect, many of
the high-risk uses of AI in domains already
covered by other product safety regulations
appear likely to see a de facto Brussels Effect.
Such products (listed in the AI Act’s Annex II)
notably include medical devices and in vitro
diagnostic medical devices, but also another
ten domains already covered by product safety
regulation including machinery, personal pro-
tective equipment, radio equipment, and
toys.246

Medical devices seem likely to see a de facto
Brussels Effect if new requirements are intro-
duced, as medical device companies tend to
produce one product for the global market and
are unlikely to leave the EU market. The med-
ical device industry is large and dominated by
US- and EU-based companies. The EU being
one of the regions with the highest consump-
tion of medical devices,247 it seems unlikely that
companies will exit the EU market. Further,
companies tend to offer one product globally,
seeking to ensure it is compliant with both EU
and US requirements (such compliance will as
a rule allow the product to enter many other
markets too).248 This is partly because EU and
US requirements tend to be the most strict249

and because product differentiation tends to
be costly. A large part of the development
cost for medical devices is running studies to
prove their safety and efficacy,250 and so any
changes that would require re-running those
studies would likely cause huge increases in
costs. As such, if the AI Act introduces new
requirements, it seems likely that compan-
ies will attempt to remain compliant with the
EU regulation globally.
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A deeper investigation into whether de facto
diffusion is likely for machinery covered by
existing EU product safety regulation ap-
pears interesting, as AI systems are particu-
larly likely to have a large impact in manufac-
turing and because the consumption of
machinery plausibly has higher responsive-
ness than other goods covered by existing
product safety regulation. Much machinery will
be purchased and used by companies en-
gaged in manufacturing, who could move their
operations to countries with less stringent re-
quirements on autonomous manufacturing
equipment should the AI Act prove too onerous.

There are a number of other industries also
covered by EU-wide product safety regulation
under the so-called “Old Approach”, including
automotive and aviation. Though these
product safety regulations are not directly
affected by the proposed AI Act – the AI Act
specifically says that only Article 84, which con-
cerns the Commission’s duties to evaluate the
AI Act’s effects and implementation, will apply
to Old Approach product safety regulation –
the recitals of the AI Act state that the ex ante
requirements for high-risk systems “will have
to be taken into account when adopting relev-
ant implementing or delegated legislation un-
der those acts”. Aviation and automotive typic-
ally involve large fixed development and
production costs, incentivising companies to
produce one product for the global market, as
illustrated e.g. in Vogel’s early study of the Cali-
fornia Effect.251 As such, if the AI Act’s require-
ments for high-risk systems end up being ap-
plied to Old Approach product safety
regulation, it seems likely that it would produce
a de facto effect.

What about general AI systems or “foundation
models”252 that are used across a wide range of
applications? Examples of such systems include
general purpose visual recognition systems that
could be used for a wide range of tasks such as
identifying whether a video includes a certain
branded product. There are four routes by
which these systems end up complying with the
requirements for high-risk systems, potentially
creating a Brussels Effect. Providers of general
AI systems may (i) have legal requirements im-
posed on them in the AI Act, (ii) have contractual
duties to ensure compliance with some require-
ments, (iii) see reputational benefits from com-
pliance, or (iv) want to directly apply the system
to high-risk domains, therefore incurring the rel-
evant duties.

Whether providers of general purpose AI sys-
tems will have requirements imposed on them
by the AI Act is a matter of ongoing discussions
between the EU Council, Parliament, and Com-
mission. While the originally proposed AI Act did
not include any language about general pur-
pose systems, proposed updates to the act do.
In November 2021, the EU Council’s Slovenian
presidency proposed amendments to the AI Act
in a compromise text, according to which gen-
eral purpose AI systems would not be con-
sidered high-risk unless they are explicitly inten-
ded for high-risk uses.253 In contrast, a May 2022
compromise text by the subsequent French
presidency of the Council would impose duties
on general purpose AI systems that may be
used by other actors in high-risk applica-
tions.254 Such systems would need to comply
with a subset of the requirements for high-risk
systems, concerning e.g. risk management,
data and data governance, post-market mon-
itoring, accuracy, and robustness.255 The pro-
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251 See e.g. Vogel, Trading Up: Consumer and Environmental Regulation in a Global Economy.
252 Bommasani et al., “On the Opportunities and Risks of Foundation Models.”
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Présidence Française du Conseil de l’Union européenne Art. 4b.
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posal includes exemptions for small and me-
dium enterprises as well as general systems
where the provider has explicitly excluded
any high-risk uses in the instructions of use for
the system.256

It seems plausible that there would be a
Brussels Effect for some general purpose
systems offered by large corporates if some-
thing similar to the French presidency’s pro-
posal becomes law. This effect could be
dampened if companies choose to not allow
their system to be used for high-risk uses in
an effort to avoid potential controversial uses
of their systems. For example, OpenAI’s us-
age guidelines for their natural language
model GPT-3 explicitly disallows some uses
– for example applications that “help determ-
ine eligibility for credit, employment, hous-
ing, or similar essential services” – that the AI
Act would classify as high-risk.257 Companies’
postures could change as the market in
these areas grows and as it becomes clearer
that negative effects in high-risk domains
can be avoided.

Incentives to have general AI systems fulfil AI
Act requirements on high-risk systems could
also come from customers adapting the AI
system to high-risk uses. For example, a
company might wish to use a large language
model such as GPT-3 or Gopher to summar-
ise candidates’ answers to questions in a hir-
ing process. It may be difficult to build a com-
pliant high-risk system using a non-compliant
general purpose system, in which case en-
suring the general system’s compliance with
some of the AI Act’s requirements could be-
come a contractual obligation. Such con-
tracts could allow the provider of the general
system to charge a premium and would likely
benefit both parties, assuming it would be
cheaper for the provider of the general sys-
tem to comply with the relevant require-
ments than for the purchaser to do so.

Some requirements might fairly straightfor-
wardly create such demand, such as re-
quirements that the training procedure of
the relevant AI system be included in a high-
risk system’s technical documentation.258

Other requirements concern the behaviour
of the model, such as its accuracy in the tar-
get setting. Whether this ends up requiring
adjustments to a general model adapted for
a high-risk use is largely an empirical ques-
tion of how much the behaviour of an AI sys-
tem can be shaped by e.g. fine-tuning it –
that is, training the system on some addi-
tional data more relevant to a desired task –
or filtering its outputs. If it is easier to ensure
compliance by making changes further
down in the technology stack, no changes
to the general system may be necessary.
There is ongoing work on this question in
e.g. the domain of natural language pro-
cessing,259 and it remains to be seen if such
tools will be sufficient or whether it is ad-
vantageous to instead train the foundation
model itself with compliance in mind.

Providers of general models may also be in-
centivised to ensure compliance with require-
ments for high-risk systems if it provides a
boost to their reputation. Compliance with the
high-risk requirements seems likely to be a
strong quality signal. Indeed, it is plausible
that some general models widely available
today via APIs from companies such as
Google, Hugging Face, Microsoft, and
OpenAI are already compliant with many of
the AI Act’s requirements for high-risk sys-
tems.

The AI Act classifies a number of worker man-
agement tools as high-risk, including those
that assist with or make decisions about ac-
cess to employment or self-employment op-
portunities and task allocation. There has
been significant growth in such tools over the
past few years, in particular those used to as-
sist with hiring decisions and to allocate tasks
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256 Though the exemption would not hold if there were sufficient reason to believe the system would be misused. La Présidence Française du Conseil
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257 OpenAI, “Usage Guidelines (responsible Use): App Review,” OpenAI’s API, accessed July 13, 2022.
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on a micro level. The latter category includes
gig economy companies’ (e.g. Uber’s) use of AI
systems to allocate jobs to different workers
and the use of such systems in warehouse man-
agement260 and by fast food companies.261

We are unsure whether the AI Act will produce a
de facto Brussels Effect for worker management
systems. On the one hand, uses of AI in these do-
mains may be controversial – e.g. as evidenced
by the negative press Amazon received when
news broke that the CV screening system they
used was biased in favour of male applicants262 –
pushing companies to voluntarily comply with
stricter standards. On the other hand, it could be
that meeting the EU requirements has a signific-
ant negative impact on the performance of the
system. There might also be other pressures to-
wards differentiation: the same traits may not be
indicators of a successful employee across re-
gions, encouraging companies to train or fine-
tune their AI systems for different jurisdictions. If
worker management systems are provided on in-
ternational platforms, such as LinkedIn for job ap-
plications, a de facto Brussels Effect is likely be-
cause the costs of differentiation are higher.263

There is also a possibility of a de facto Brus-
sels Effect in domains where companies have
particularly large needs to build trust in their
products. For example, this may be the case in
use cases that are seen as controversial or
sensitive, such as technologies for legal work
or in using biometric data to categorise or
identify individuals. In the former case, even
though the software is used by lawyers at
private firms rather than by the judicial author-
ities and would therefore not be covered by
the regulation, compliance with the strictest
possible standards is likely to be important for
customers.

In addition to the above, the AI Act’s require-
ments for high-risk systems might come to be

seen as the gold standard for responsible AI de-
velopment and deployment. If so, these require-
ments could produce a de facto effect for sys-
tems that the AI Act does not consider high-risk.
This effect could be further bolstered if influen-
tial voluntary codes of conduct that the AI Act
encourages are set up and include require-
ments similar to those for high-risk systems.264

Whether such diffusion of high-risk require-
ments to non-high-risk systems, not only inside
the EU but also outside it, will take place is diffi-
cult to tell.

In summary, we believe that a de facto effect is
particularly likely for any changes to require-
ments in existing product safety regulation (e.g.
for medical devices) and that there may be a de
facto effect for general AI systems, worker
management systems, and other domains
where compliance with the AI Act is likely to be
a strong quality signal. A de facto effect con-
nected to a number of high-risk uses of AI,
such as the use of AI in law enforcement or in
the financial sector, is made unlikely by the re-
gionalised compliance or market structure.
Lastly, we may see de facto diffusion beyond
high-risk systems if the AI Act’s requirements
on high-risk uses of AI comes to be seen as the
gold standard for responsible AI development
and deployment.

2.6.2.2. What Requirements for High-Risk AI
Systems AreMost Likely to Produce a De
Facto Effect?

The chance of a de facto effect differs not only
between high-risk uses of AI but also between the
requirements imposed on such systems. Which re-
quirements are most likely to produce a de facto ef-
fect depends on a complex interaction of e.g. the
factorsoutlinedinsections2.4 and2.5.Thedevilwill
be in the details. Below, we will explore these dy-
namics for a subset of the requirements imposed
by the AI Act: those pertaining to data and data
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governance, risk management systems and post-
marketmonitoring,andtechnicaldocumentation,as
well as accuracy, robustness, and cybersecurity.

First, the AI Act would introduce requirements
on the data used to train, validate, and test high-
risk AI systems. The data should e.g. be “relev-
ant, representative” and “have the appropriate
statistical properties”. At first glance, these re-
quirements seem likely to produce a de facto
effect. They would often have effects early on in
the system’s life cycle, thus requiring early fork-
ing and introducing high costs to differentiation.
Once the costs for adaptation of the data-collec-
tion process are paid, using the same compliant
data for non-EU products might not be costly –
provided there are no steep trade-offs between
less biased and more accurate AI models.265

However, the requirements on data could un-
dermine a de facto effect of the AI Act if they re-
quire training on local data; that is, if they require
or encourage companies to use EU data for AI
systems deployed in the EU. This would under-
mine a de facto effect as it would effectively
force companies to differentiate their products
between different jurisdictions. Such differenti-
ation in turn lowers the chance of a de facto
effect as the cost of maintaining two different AI
systems has already been taken on (for details,
see §2.5). Parts of the requirements could be
read as encouraging training on local data: data
is meant to be “relevant [and] representative”,
and datasets should take into account “the char-
acteristics or elements that are particular to the
specific geographical … setting within which the
high-risk AI system is intended to be used.”

Second, the AI Act imposes requirements re-
garding internal company processes, such as
requiring there be adequate risk manage-
ment systems and post-market monitoring.
Such requirements could produce a de facto
effect by causing more companies to set up
new processes and apply them globally, or if

their existing processes are brought up to the
AI Act’s standards globally. If a company does
set up a new risk management system as a
result of the AI Act, it seems plausible to us
that such systems will often be applied world-
wide, as companies commonly have risk man-
agement functions and the cost in setting up
such a system might be primarily fixed.266

The risk management and post-market monit-
oring requirements could also produce a de
facto effect indirectly. Even if the AI Act’s re-
quirements do not diffuse outside the EU, such
enhanced risk management procedures could
identify risks and issues within the EU that
companies may feel compelled to address
globally. This would particularly be the case if,
for instance in the eyes of US courts, compan-
ies would have good reason to believe that the
problem identified in the EU would also exist in
the US. Speculatively, this could push some
companies away from de facto diffusion if they
wish to ensure that faults or risks identified for
their EU products are not applicable to the rest
of the world, causing them to differentiate their
products and risk management teams.

Third, the AI Act introduces requirements on
documentation of companies’ AI systems, to
be shared with regulators267 and users.268 Sim-
ilar to “model cards,”269 an AI system should be
accompanied by information about its inten-
ded purpose, accuracy, performance across
different groups and contexts, likely failure
modes, and so on. Once such documentation
has been created, it will likely be advantageous
to provide it to the market outside the EU, inso-
far as the documentation is applicable to
those systems. It is a service which some
customers might appreciate and few will ob-
ject to.

Fourth, requirements on accuracy, robust-
ness, and cybersecurity of AI systems (Art.
15) are likely to exhibit a de facto Brussels
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Effect insofar as they (i) lead to updates in
the relevant underlying models, (ii) will not
substantially reduce product quality for non-
EU consumers, and (iii) mainly consist of
fixed costs. A 2021 study for the Commis-
sion suggests that the requirement could be
implemented through technical solutions,
e.g. tests against adversarial examples,
model flaws, controlled studies in real-world
conditions, and brainstorming of possible ex-
ternal threats.270 This knowledge produced
will then likely also affect the robustness of
the products sold outside the EU.

To conclude, based on our cursory assess-
ment, requirements regarding accuracy, ro-
bustness, cybersecurity, and documentation
seem reasonably likely to produce a de facto
effect. We may see a de facto effect with re-
gard to the data requirements, so long as
they do not introduce strong requirements to
train on local data.

2.6.3. Prohibited AI Practices

The proposed AI Act bans certain AI applica-
tions, including (i) certain “real-time” biomet-
ric identification systems for law enforce-
ment, (ii) AI-based social scoring, and (iii) AI
systems used for subliminal manipulation.
For the most part, we should expect bans to
not produce a de facto effect, as companies
would simply not offer prohibited products
on the EU market.

However, there are two mechanisms by which
prohibitions could contribute to a de facto
effect. Firstly, some products that engage in
prohibited uses can be adjusted to steer clear
of prohibited uses. In such cases, there is a
possibility of a de facto effect if it is advant-
ageous to remain in the EU market, make the
necessary changes, and apply those changes
globally. Secondly, prohibitions in the EU

could change consumer preferences abroad,
making it more likely that companies could
see reputational risks by offering EU-prohib-
ited applications outside the EU.

The first mechanism may be important with
regard to the proposed prohibition of “sub-
liminal techniques ... to materially distort a
person’s behaviour in a manner that causes
... physical or psychological harm”.271 Depend-
ing on the interpretation of such a ban, many AI
systems, e.g. those used for content modera-
tion, could run the risk of engaging in prohib-
ited uses. Should language similar to this make
it into the final text – though it seems far from
likely that it will272 – companies are likely to put
a lot of effort into ensuring that their systems
are not considered manipulative, likely making
changes early in the production process, po-
tentially causing a de facto Brussels Effect.

The second mechanism could play a role in the
prohibitions on social scoring and “real-time”
biometric identification systems used by law
enforcement. We might expect the latter to
have some effect on multinational AI compan-
ies, seeing as many of them have already
made commitments not to offer remote bio-
metric identification to law enforcement. In
2020, Microsoft, Amazon, and IBM all an-
nounced that they would not offer facial recog-
nition technology to US police departments or
for their use on body camera footage.273

A de jure Brussels Effect is more likely for these
prohibitions. We consider such a de jure Brus-
sels Effect specifically in section 3.2.

2.6.4. Liability of AI Systems

In addition to the AI Act, the Commission is
considering updates to the EU’s liability
rules with regard to AI systems.274 Three
factors negatively affect our ability to as-
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sess whether these changes will produce a
de facto effect. First, it is difficult to evalu-
ate whether firms change decisions in re-
sponse to any liability regulation. Scholars
have struggled to find such effects. Second,
for corporate actors to not simply take on
the liability but also to change trade-offs
and decisions because of the liability rules,
the liable actor along the supply chain must
be the one who can reduce the relevant risk.
Producers of AI systems, especially of in-
creasingly generalised AI systems, could be
far removed from the end-users, potentially
limiting the number of cost-effective inter-
ventions they can undertake to reduce liabil-
ity claims. If liability was placed on produ-
cers, they may be incentivised to simply take
on the liability risk or to transfer the related
costs to actors further along the AI supply
chain. Third, due to the invisibility of compli-
ance, it is difficult to evaluate whether a de
facto Brussels Effect of product liability has
occurred in the past. Due to these uncertain-
ties, no conclusive statement about a de
facto Brussels Effect of AI liability rules is
possible. However, we can conclude that
such regulatory diffusion is more likely if a
firm’s changes in response to the liability
rules are either at the beginning of the tech-
nology stack or entail mostly fixed costs,
such as post-market monitoring. However,
this does not necessarily mean that such in-
terventions would be the most cost-effective
way of increasing the trustworthiness of AI
products while avoiding undue regulatory
burdens.

As of our writing, the Commission is actively
developing changes to the EU liability regime
concerning AI and other emerging technolo-

gies – by either changing the Product Liability
Directive (PLD) or harmonising aspects of na-
tional civil liability law regarding the liability of
certain AI systems.275 The latter could include
adopting strict liability for AI operators or the
adaptation of the burden of proof.276 Hence, li-
ability affects all categories of risks discussed
in this report. If a company conforms to all
product safety standards, it is still liable for
possible defects.277 Liability regulation, com-
plemented by product safety rules, determ-
ines who compensates users for damages in-
curred. Therefore, it has an ex ante
deterrence effect by encouraging companies
to adopt different internal procedures that
result in safer products.278 Whether the liability
of AI exhibits de facto regulatory diffusion is
subject to several significant uncertainties,
which we’ll discuss below.

First, as the Commission has not yet published
draft AI liability rules, it is difficult to estimate its
effect on the AI industry. For instance, the ex-
tent to which the rules exhibit regulatory strin-
gency is unknown.

Second, a firm’s response to liability regulation
is difficult to observe. In theory, one would ex-
pect that liability regulation changes the firm’s
trade-off between profits and risks of poten-
tial defects – altering their decisions.279 But
how do we measure whether and how this
happens? There is some evidence that firms
do change behaviour.280

However, because the Product Liability Dir-
ective (PLD) has not led to many court
cases,281 one might suspect firms are not
strongly incentivised to change decisions be-
cause the cost of causing defects has not in-
creased.
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In addition, the liability ought to fall on the
actor along the production process who can
reduce the likelihood and severity of a defect.
Some developers of AI systems, especially of
increasingly generalised AI systems, are far
removed from the end-users, limiting the
number of cost-effective interventions they
can undertake to reduce liability claims. In this
case, a profit-maximising producer would con-
ceivably buy liability insurance, accept the risk
of liability claims, charge higher prices for
their system, or transfer some of the risks to
users of their system via contractual means.
And if firms are not reacting to liability
changes, the reaction cannot diffuse to other
world regions.

For EU AI liability law, developers likely hold
some liability.282 In the PLD, “all producers in-
volved in the production process should be
made liable”.283 Hence, theoretically, all act-
ors along the supply chain – who can reduce
the likelihood and severity of AI risks – also
have liability.

Third, the de facto regulatory diffusion of AI li-
ability law is difficult to estimate. We find no
evidence on whether the PLD has exhibited a
de facto Brussels Effect. As noted above, firms’
response to liability regulation is not easily ob-
servable. It is even more difficult to evaluate
whether the response not only occurred but
also diffused to other world regions.

Taken together, this should reduce our cre-
dence in de facto diffusion of the corporate
responses to AI liability rules.

Nonetheless, we now turn our attention to-
wards non-differentiation for responses to li-
ability regulation. We can conclude some gen-

eral trends. Suppose the liability incentivises
actors to undertake more post-market monit-
oring than required for high-risk AI systems by
the EU AI Act. In that case, a de facto Brussels
Effect is likely because of the low costs of
non-differentiation – monitoring may be
mostly a fixed cost. Besides, if the most cost-
effective interventions to reduce defects are
early in the technology stack, the costs of
differentiation are much higher – increasing
the likelihood of a de facto Brussels Effect.
Hence, if the liable actors are the producers of
foundation models, they are less likely to di-
vide compliance284 and produce two different
products. However, suppose instead that only
downstream deployers respond to the liability
or that the API access and interface of the
foundation model will be changed. In that
case, a de facto Brussels Effect is less likely
because the costs of differentiation are lower.
It is a completely different question as to
whether compliance early or later on the stack
is the most desirable, i.e. most cost-efficient,
in achieving its regulatory aims.

To conclude, it is unclear whether changes in
liability rules for AI systems will produce a de
facto effect. This is because there is little evid-
ence on whether and how liability rules in the
EU have changed company behaviour, there
is even more uncertainty about whether such
changes have had impacts outside the EU,
and it is not yet clear how the liability of AI sys-
tems will be distributed across the AI supply
chain. If liability requires changes early on in
the technology stack, e.g. changes to the
training of a foundation model, or requires
changes that once made are cheap to apply
outside the EU, a de facto effect seems more
likely.
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2.7. De Facto Brussels Effect
Conclusion

In this section, we explored the dynamics of
the de facto Brussels Effect and applied
those to the context of AI and the EU AI Act.
We conclude that the AI industry as a whole
has many of the features needed to produce
de facto regulatory diffusion. We also con-
clude that some parts of the EU’s proposed
AI Act are likely to produce a de facto effect.

First, we outlined five factors which determine
the likelihood of a de facto Brussels Effect,
building and expanding on Anu Bradford’s
work285 and arguing that these factors looked
reasonably favourable to a de facto effect in
the AI industry. The current and prospective
market for AI products in the EU is large. The
EU accounts for 5 to 20% of worldwide AI
spending. Moreover, multinational and oligo-
polistic firms dominate the AI industry – mak-
ing non-differentiation more attractive (see
§2.1). The EU’s regulatory capacity is strong,
including the expertise, ability, and interest to
sanction non-compliance (see §2.3).

Further, EU AI regulation is expected to be
more stringent than other jurisdictions’ regula-
tion because of the EU’s regulation-friendly
public opinion and regulatory culture (see
§2.2). In addition, the regulatory process is
ahead of other major jurisdictions, potentially
providing the EU with a first mover advantage
(see §2.3.4). However, some worry that the
proposed AI Act will place excessive demands
on AI companies, potentially leading to re-
duced consumption of and investment into AI
products in the EU (see §2.4). If some require-
ments are redesigned and hence less costly,
there could be significantly smaller effects on
the EU AI industry. EU consumers are unlikely
to start consuming non-EU products(e.g. by
moving out of the EU), though some might use
non-EU VPNs to access AI systems online.
Next, we explored the dynamics of non-differ-
entiation, arguing that early forking, high per-
ceived product quality as a result of compli-
ance, and low variable costs to complying

beyond the EU once EU compliance is se-
cured are important factors in making a de
facto Brussels Effect more likely.

Second, we applied the above framework to
the specific requirements set out in the AI
Act on prohibited, high-risk, and limited-risk
uses of AI (see §2.6). Narrowing down on
these particular requirements, the EU AI Act
appears less likely to produce a de facto
effect than the previous sections might indic-
ate, e.g. as the act focuses heavily on gov-
ernment and regional uses of AI.

In the Commission’s proposed AI Act, certain
AI applications, such as chatbots and deep-
fakes, have transparency requirements – it
must be disclosed that they are AI products.
In this case, the costs of differentiation are
low because only the interface has to be
changed. Hence, a de facto Brussels Effect
would only occur if the non-EU consumers
value disclosure or if the reputational costs of
differentiation are substantial.

High-risk AI practices are subject to product
safety requirements under the proposed AI
Act. De facto diffusion in cases where the
product is regionalised, e.g. because it is used
by governments or because the industry
already differentiates products between juris-
dictions (such as in the financial sector or with
regard to some critical infrastructure), is less
likely. It is only likely to happen insofar as the
AI Act’s high-risk requirements come to be
seen as the gold standard of responsible use
of AI or if provision of these products is glob-
alised, though the use is regional.

We believe that we’re most likely to see de
facto regulatory diffusion in the high-risk use
of AI in the following domains: (i) many of the
products already covered by existing
product safety regulation under the New Le-
gislative Approach, notably medical
devices; (ii) worker management, including
hiring, firing, and task allocation; (iii) some
general AI systems or foundation models
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used across a wide range of uses and in-
dustries; and (iv) less confidently, the use
of AI in the legal sector and the use of bio-
metric identification and categorisation of
natural persons. There could also be diffu-
sion of these standards outside high-risk
uses of AI if the requirements become
seen as the gold standard of responsible
AI development and deployment. We also
explore which requirements on high-risk
AI systems are most likely to see a Brus-
sels Effect, highlighting requirements re-
garding data, risk management, docu-
mentation, and the accuracy, robustness,
and cybersecurity of high-risk AI systems
as reasonably likely to see diffusion.

Depending on the interpretation of the
outright prohibitions in the final AI Act,
many AI systems, particularly those used
for content moderation, risk being banned.
Should such strict language make it into
the final legislation, companies will likely
invest heavily in ensuring that their sys-
tems are for instance not considered ma-
nipulative. This may involve making
changes early in the production process,
potentially causing a de facto Brussels Ef-
fect because of substantial differentiation
costs.

For AI liability updates,286 the plausibility
of de facto regulatory diffusion is uncer-
tain. First, it is difficult to evaluate whether
firms change decisions in response to li-
ability regulation because such changes
are barely visible. Second, for corporate
actors to not simply accept the liability but
to change trade-offs and decisions be-
cause of the liability rules, the liable actor
along the supply chain must be the one
who can improve the source code or the
data-collection process or who makes de-
ployment decisions. However, we can
conclude that regulatory diffusion is more

likely if a firm’s changes in response to the
liability rules are either at the beginning of
the stack or entail mostly fixed costs, such
as post-market monitoring.287

DETERMINANTS OF THE DE FACTO BRUSSELS EFFECT

286 European Commission, “Inception Impact Assessment: Proposal for a Directive Adapting Liability Rules to the Digital Age and Artificial Intelligence”;
European Commission, “Commission Staff Working Document Impact Assessment Accompanying the Proposal for a Regulation of the European
Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Leg-
islative Acts SWD/2021/84 Final.”

287 This does not necessarily mean that such interventions would be the most cost-effective way of increasing the trustworthiness of AI products while
avoiding undue regulatory burden.



THE BRUSSELS EFFECT AND ARTIFICIAL INTELLIGENCE • 61

Foreign jurisdictions may also adopt regula-
tion that resembles EU regulation; a phe-
nomenon termed the de jure Brussels
Effect.288 Below, we describe four channels
that may produce a de jure Brussels Effect,
building on Bradford, Young, and Schim-
melfennig & Sedelmeier.289 First, foreign jur-
isdictions could adopt the blueprint volun-
tarily. Second, the EU may promote their
blueprint through multilateral agreements
or mutual recognition agreements. Third, a
de facto Brussels Effect can help cause a de
jure effect. For example, multinational com-
panies may lobby their governments to ad-
opt regulations similar to the EU because,
otherwise, their national competitors may
benefit from less stringent requirements.
Fourth, conditionality describes the situ-
ations in which another jurisdiction incor-
porates the EU blueprint because external
incentives provided by the EU, such as
trade requirements or treaties, encourage it.
The GDPR, as an instance of and an analogy
for AI regulation, caused regulatory diffu-
sion partly through significant conditionality.

We argue that a de jure Brussels Effect with
respect to AI is plausible for at least parts of
the EU AI regulatory regime, though it is far
from certain. The Blueprint Channel will likely
be the most influential, seeing as the EU is
one of the first movers in regulating AI and is

responding to regulatory pressures also felt
by other jurisdictions. We are reasonably
likely to see diffusion of the risk-based ap-
proach and the operationalisation of what
“trustworthy AI” entails. There is a decent
chance that other jurisdictions, in particular
liberal democracies, will prohibit some of the
same systems as the EU. It seems likely that
other jurisdictions will introduce transparency
requirements for e.g. chatbots and deepfakes,
though that would more accurately be termed
a “California Effect,” as California was first to
introduce such requirements with the BOT
Disclosure Act passed in 2018.290 We are un-
sure how influential the list of high-risk sys-
tems in Annex III will be, i.e. those high-risk
systems not already covered by safety regula-
tion, though it seems likely that AI systems’
use in domains like hiring and loan decisions
will be viewed as controversial across the
globe, as evidenced e.g. by current White
House proposals for an AI Bill of Rights.

What about the other channels? A de jure Brus-
sels Effect via the Multilateralism Channel
seems most likely for those parts of EU regula-
tion that could feed into international standard
setting processes, in particular, the require-
ments put on high-risk uses of AI. If a de facto
Brussels Effect of AI occurs, multinational com-
panies are likely to lobby for EU-like AI regula-
tion abroad, attempting to create a de jure

3. Determinants of the
De Jure Brussels Effect

288 See Damro, “Market Power Europe”; Bradford, “The Brussels Effect”; Bradford, The Brussels Effect: How the European Union Rules the World. Note
that the term is sometimes used specifically for what we term the De Facto Channel. Dempsey et al., “Transnational Digital Governance and Its Impact
on Artificial Intelligence.”

289 Bradford discusses the channels we cover in §§3.1 and 3.3 Bradford, “The Brussels Effect”; Bradford, The Brussels Effect: How the European Union
Rules the World. Schimmelfennig and Sedelmeier argue that one should distinguish between the channels discussed in §§3.1 and 3.4. Schimmelfennig
and Sedelmeier, “Governance by Conditionality: EU Rule Transfer to the Candidate Countries of Central and Eastern Europe.” From Young, we added
the channel in §3.3 to the framework. Young, “Europe as a Global Regulator? The Limits of EU Influence in International Food Safety Standards.”

290 California Senate, An act to add Chapter 6 (commencing with Section 17940) to Part 3 of Division 7 of the Business and Professions Code, relating
to bots.. It is also known as the BOT (“Bolstering Online Transparency”) Act or California Senate bill 1001.
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291 Charles R. Shipan and Craig Volden, “The Mechanisms of Policy Diffusion,” American Journal of Political Science 52, no. 4 (October 2008): 840–57.
292 See e.g. European Commission, “AI Act” recital 3.3.

effect (the De facto Channel). However, it is
uncertain how successful such efforts would
be. We remain unsure about the extent to
which the Conditionality Channel will cause
regulatory diffusion.

Before proceeding, it is worth noting that a
jurisdiction adopting EU-like regulation is not
sufficient to establish that there has been a
de jure effect. The EU’s actions must also
have played a causal role. This is because
the EU and the other jurisdictions might have
independently adopted the regulation for the
same reason, e.g. because they are respond-
ing to the same regulatory issues. This might
seem particularly likely in the case of AI since
it is a new regulatory domain where many
jurisdictions are facing similar regulatory
challenges, meaning some are likely to reach
for similar regulatory solutions. One relevant
factor in assessing whether there has been a
causal link is time – who adopted the regula-
tion first – though it is important to note that
regulations can have a global impact even
before they are adopted, as visible in the AI
Act’s being discussed abroad. Another way
to assess the causal link is to trace specific
causal pathways by which the EU might
affect regulation abroad. Below, we outline
some of these pathways and speculate on
how likely they are to have an effect in the
EU case. We encourage other authors to
trace these pathways as the EU’s regulatory
regime is being designed and implemented.

3.1. Blueprint Adoption
Channel

Foreign jurisdictions often copy EU regulations
believing this approach might meet their regu-
latory goals. This Blueprint Adoption Channel
is more likely if (i) the issue is on the political
agenda of other countries because of similar
concerns and interests, (ii) the EU is the first
mover for regulation, and (iii) the EU advertises
and promotes its regulation including via net-
works and multilateral institutions. Such adop-

tion might be the result of what Shipan &
Volden291 call “learning” – adopting similar
regulation after it has been adopted and
proved successful – or “imitation” – adoption
before data on the success of the regulation
is available. We argue that (ii) and (iii) are relat-
ively likely for AI regulation. Then, we de-
scribe the diffusion of EU AI policy principles
in recent years, arguing that this provides
some indication in favour of the EU’s issue
framings spreading internationally. However,
we also note that other jurisdictions adopting
EU-like regulation does not necessarily sug-
gest that the EU caused this adoption. It may
be that the EU and the other jurisdictions are
responding to the same regulatory pressures.

First, the Blueprint Channel is more likely if
the issue regulated in the EU is also on the
political agenda of other countries and is so
out of similar concerns. Artificial intelligence
is on many policymakers’ agendas, though
their reasons differ. Some emphasise AI’s im-
portance for national competitiveness and
economic growth, while others put more em-
phasis on the potential harms AI systems
might cause. Relative to other jurisdictions,
EU policymakers seem more focused on the
harms of AI. They also tend to place greater
weight on the claim that a thriving AI industry
requires public trust and that public trust re-
lies on regulation.292

What parts of the AI Act seem most likely to
meet regulatory needs faced by other juris-
dictions? Firstly, though jurisdictions may
differ in which AI systems they find worthy of
additional regulatory burdens, they will all
need to decide what rules such systems
should comply with. Thus, we expect the
EU’s requirements for high-risk systems to
end up being influential abroad. Secondly,
many populations in liberal democracies
worry about the use of AI systems by the
government, which might suggest the EU’s
list of prohibited uses of AI potentially could
become influential.
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Thirdly, as AI systems become more preval-
ent in society and it becomes more difficult
to distinguish AI-generated speech, text, and
art from that generated by humans, it seems
likely that policymakers will feel a need to
have citizens be informed of the origin of the
content they are engaging with. Therefore,
one could expect the EU’s regulation on
transparency requirements for certain AI sys-
tems to influence how these other jurisdic-
tions meet that regulatory challenge. How-
ever, if this happens, the term “California
Effect” would be more apt, as California was
the first to introduce such requirements with
the BOT Disclosure Act passed in 2018.

If the EU publishes the first regulation on
some issue, it is more likely to be copied.
More jurisdictions will have an opportunity to
use the blueprint, and the EU could be seen
as the leader concerning the topic at hand
and its standards as the gold standard of re-
sponsible AI development. In section 2.3.4, we
argue that it is likely that the EU is the first
mover among large jurisdictions proposing
comprehensive AI regulation.

Moreover, the EU’s promotion of its regulat-
ory blueprint makes international adoption
more likely. The EU can promote a global
narrative that this blueprint solves an import-
ant problem, which makes copying more
likely. For instance, the worldwide promotion
of the CE marking was partly responsible for
its significant de jure Brussels Effect.293

Taking inspiration from the success of de jure
diffusion of the GDPR, the Commission plans
to promote its regulatory regime on AI. Many
smaller nations have adopted regulation that
is GDPR-adequate – where the GDPR allows

transfer of personal data to a jurisdiction out-
side of the EU without specific authorization,
as the jurisdiction’s data protections are
deemed similar enough to the EU’s294 –
which the Commission also states as one
achievement in a 2019 assessment of the
GDPR.295

In the proposed AI Act, the Commission states
that “[s]pearheading the ethics agenda, while
fostering innovation, has the potential to be-
come a competitive advantage for European
businesses on the global marketplace.”296 It
does so with an awareness of the global
effects the GDPR has had: “Many countries
around the world have aligned their legislation
with the EU’s strong data protection regime.
Mirroring this success, the EU should actively
promote its model of a safe and open global In-
ternet.”297 As an example, the EU’s ban and
conformity assessments of different biometric
identification systems could increase the inter-
national condemnation of such systems, limit-
ing deployment even outside the EU’s borders.

Further, the narrative diffusion of EU AI think-
ing since approximately 2018 provides valu-
able information regarding the international
susceptibility to adopting EU thinking on AI
and the future Blueprint Adoption Channel. A
2020 report from Access Now suggests that
the European “Trustworthy AI” approach, out-
lined in the EU’s High-level expert group’s Eth-
ics Guidelines298 has had a significant global
effect, e.g. via the OECD. Many of the con-
cepts and related principles were included in
the OECD principles,299 which were signed by
42 countries and heavily influenced a sub-
sequent G20 declaration.300 EU member
states partially adopted the EU’s focus on AI
trustworthiness and human rights. After the
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HLEG Ethics Guidelines were published and
before the Commission published its 2020 AI
White Paper, 17 national strategies were pub-
lished by EU member states, of which five
countries explicitly mentioned “Trustworthy
AI”.301 One member state, Malta, fully integ-
rated the seven requirements of the EU Ethics
Guidelines for Trustworthy AI.

Several other countries have incorporated
EU language into their national AI strategies,
including Singapore and New Zealand. For
instance, New Zealand has taken up the EU
language and principles in its Aotearoa AI
Principles.302 They explicitly mention that
they drew upon the European Commission’s
Ethics Guidelines for Trustworthy AI303 and
also used a human rights approach.304 How-
ever, it remains to be seen whether this nar-
rative diffusion will lead to similar regulation.

Some jurisdictions are further along in their
regulatory processes. In April 2022, the
Brazilian Senate tasked a commission with
proposing a bill on AI regulation, taking into
account e.g. a bill proposed by the lower
house of the Brazilian National Congress.305

Though the Brazilian approach may diverge
from the EU’s regulatory regime – the lower
chamber’s proposal comprised a signific-
antly more sectoral approach, not introdu-
cing new AI-specific regulators or regulation
– the forthcoming EU regime seems to be
given significant attention. The rapporteur
of the lower chamber said the EU’s efforts
were the main inspiration for the proposed
changes and that the Senate commission
will explicitly consider the EU regime.306

Policy discussions in the US are also start-
ing to concern issues addressed by the EU’s

AI Act, though it is unclear whether there is
a causal relationship. For instance, in Octo-
ber 2021, Eric Lander and Alondra Nelson
from the White House Office for Science
and Technology Policy published an opinion
piece in Wired, arguing that the US needed
an AI Bill of Rights.307 They encouraged de-
bate about what such updated rights in light
of AI technologies might be. They encour-
aged discussion of e.g. rights to not be sub-
ject to biased or unaudited algorithms, to
know if and how an AI system is influencing
decisions important to one’s civil liberties,
and to not be subject to pervasive and dis-
criminatory surveillance, many of which the
AI Act seeks to protect. Their piece was ac-
companied by a Request for Information on
the use of AI for biometric technologies, in-
cluding their use for “inference of attributes
including individual mental and emotional
states”, signalling interest in proposing con-
crete regulation. The extent to which such
efforts will make their way into regulation is
hard to predict. It would depend on the
amount of bipartisan support for such
efforts and the extent to which the Biden ad-
ministration can introduce measures via ex-
ecutive powers.

History suggests that a strong de jure Brus-
sels Effect through the Blueprint Adoption
Channel reaching the US seems unlikely,
while China regularly takes inspiration from
EU regulation. In contrast to countries in the
Asia-Pacific, Latin America, or Eastern
Europe, only a few cases of a de jure Brus-
sels Effect have been observed in the United
States.308 One such case is the EU chemical
regulation REACH that led to both a de facto
and de jure Brussels Effects in the United
States.309 It regulates chemical products un-
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der the so-called New Approach of product
safety, just as the conformity assessments
for high-risk AI systems in the proposed AI
Act.310 EU legislation, in particular REACH,
was cited in state-level reforms in the US
states of California, Massachusetts, and
Maine, and in American federal-level re-
forms, including the “Kid-Safe Chemicals
Act.”311 Moreover, EU chemical regulation in-
fluenced the behaviour and thinking of
American producers, consumers, and the
public. For instance, it led to American con-
sumers demanding more information about
the safety of chemicals and NGOs lobbying
for improvements to American chemical reg-
ulations.312

Despite the low base rate of a de jure Brussels
Effect for the US, AI could be different. AI is a
fairly new regulatory domain, where policy-
makers on both sides of the Atlantic may be fa-
cing somewhat similar regulatory pressures.
The citizens of both jurisdictions are, for ex-
ample, worried that the government could use
AI technologies for repression. As a result of re-
sponding to the same regulatory pressures, and
the EU identifying appropriate mechanisms for
AI regulation first, the US might adopt regulation
inspired by the EU.

This would most likely happen via US states first
passing regulation, which then diffuses to the
federal level. Since about the 1990s, many US
states have adopted more stringent risk regula-
tion than the federal government, often inspired
by EU regulation.313 We are already seeing this in
the case of AI, where Oregon, New Hampshire,
and California have banned the use of facial re-
cognition software on body cam footage.314 This

more stringent regulation could then diffuse to
the US federal level, for example via the De
Facto Channel.315

This Blueprint Channel regularly reaches China
– the Chinese government has in the past
copied EU rules quickly after EU adoption. Ex-
amples include data protection legislation,
chemical regulation, toy safety standards, com-
petition rules, merger rules, and genetically
modified organism (GMO) labelling.316 In 2021,
China adopted the Personal Information Pro-
tection Law, which provides GDPR-like protec-
tions for citizens against private corporations.317

Chinese officials have also publicly stated that
they take inspiration from EU regulation. For in-
stance, China’s former vice minister of com-
merce, Ma Xiuhong, said that “China has bor-
rowed many experiences of European
Competition Law in various aspects for the en-
actment of Antimonopoly Law.”318

However, recent Chinese efforts to regulate AI
reduce the chance of de jure diffusion to China
with regard to AI regulation. Chinese regulat-
ors have charged ahead in some domains, reg-
ulating AI sooner and likely more stringently in
certain dimensions than the EU will. In March
2022, the Cyberspace Administration of China
adopted regulations for recommendation sys-
tems, including requirements for providers to
protect users’ personal information, to allow
them to conveniently turn off recommendation
services and to be informed about how the re-
commendation system works, and to ensure al-
gorithms do not “go against public order and
good customs, such as by leading users to ad-
diction or high-value consumption”.319 In
January that same year, rules on AI-gener-
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ated content such as deepfakes were pro-
posed, including provisions like requiring
consent from the subject of deepfake im-
ages, audio, or video, and that the recipient
of AI-generated content be made aware of
its source. This last provision may be inspired
by e.g. California’s BOT Disclosure Act,
though we have not found evidence on this
issue. As is common for Chinese regulation,
the proposal is significantly more far-reach-
ing than EU proposals, stating that regu-
latees “may not produce, reproduce, publish,
or disseminate: information inciting subver-
sion of State power or harming national se-
curity and social stability; obscenity and por-
nography; false information; information
harming other people’s reputation rights, im-
age rights, privacy rights, intellectual prop-
erty rights, and other lawful rights and in-
terests ...”. Matt Sheehan argues that these
initiatives should not be ignored by western
observers: there may be lessons to learn
from the success or failure of these initiat-
ives.320 At the same time, the AI Act aims to
be more general and comprehensive than
the Chinese regulation. The South China
Morning Post discusses what Hong Kong
and China can learn from the AI Act.321

If the Blueprint Channel does reach China, it
is unlikely to do so for regulation curtailing
the government’s ability to use AI technology
for surveillance, censorship, and the like. The
Chinese Personal Information Protection Law
notably does not put any restraints on gov-
ernment use of data.

De jure diffusion via the Blueprint Channel
seems particularly likely for the requirements
imposed on high-risk systems. Firstly, many
jurisdictions beyond the EU may establish
more sectoral and piecemeal regulatory re-

gimes for AI, where significant responsibility
is given to existing regulators and new do-
mains in need of regulation as a result of ad-
vances in AI are dealt with one-by-one. For
example, the UK National AI Strategy sug-
gested it would take a largely sectoral ap-
proach322 and the same seems likely for
Brazil.323 We are already seeing e.g. China
and US states producing regulation aimed
at specific regulatory challenges produced
by AI. Relatedly, the AI Act has been criti-
cised for taking an overly product safety–fo-
cused lens on AI regulation.324 This makes
diffusion of the structure of the EU regulat-
ory regime less likely. Secondly, for major
EU trading partners, the main source of
trade friction with the EU would stem from
imposing requirements incompatible with
the EU on companies trading with the EU.
Whether the company is regulated by a sec-
toral regulator outside the EU and an AI-
specific regulator within the EU has a less
significant impact. This is one mechanism
by which the EU’s requirements for high-risk
AI systems might become a gold standard
or a crucial starting point for other jurisdic-
tions and actors attempting to make con-
crete responsible AI development and de-
ployment practices.

3.2. Multilateralism Channel
A de jure Brussels Effect can also be caused
by international standards being influenced
by EU norms.325 For instance, this has been
the case for International Organization for
Standardization (ISO) standards. We argue
that this channel could work through interna-
tional standard setting organisations (such
as the ISO, IEEE, and ITU) in which the EU has
historically had significant influence.326

Through such standard setting bodies, the EU
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is likely to be able to spread its conception of
what responsible deployment of AI systems
entails (e.g. its list of requirements for high-
risk systems). In addition, there are also in-
formal diplomatic routes through which the
EU norms influence other jurisdictions.

Several multinational institutions are in-
volved in the global AI policy dialogue.
Among them is the subcommittee of the ISO
that is developing international standards for
the AI industry.327 Generally, the EU has signi-
ficant influence in ISO negotiations.328 For in-
stance, the US’s decentralised regulatory
process for developing product standards,
compared to the more hierarchical structure
in the EU, puts the US at a disadvantage
globally at the ISO.329

However, the EU might have less influence in
standard setting for AI than other standard
setting processes, because the US and China
increasingly see AI and standard setting for AI
as important for national security, leading to
concerted efforts by both countries to exert in-
fluence. Chinese engagement has signific-
antly increased since 2012.330 Since the re-
lease of the China AI White Paper, the China
Electronics Standardization Institute has been
actively engaged in developing relevant inter-
national standards, including as an active
member of the ISO subcommittee focused on
AI standards.331 In the US, there have been re-
cent calls, for example from the National Insti-
tute on Standards and Technology (NIST),332 to
increase US engagement in standard setting
processes for AI. Moreover, in international
negotiations, the EU is one of the most strin-
gent regimes. This outlying preference could

put the EU at a disadvantage if the standard
setting process is very structured and majority
rule decisions are made.333

Moreover, there can be international or bilat-
eral mutual recognition agreements (MRAs).
If the EU and the US sign an MRA, EU-compli-
ant products can be sold in the US and vice
versa. Historically, the more stringent juris-
dictions have been advantaged in the nego-
tiation processes of the MRAs.334 For more
details on the MRA for product safety, we
refer to the appendix of this report.

This Multilateralism Channel, however, en-
compasses much more than the formal inter-
national institutions and agreements, such as
the ISO and MRAs, and can also occur on the
basis of informal bilateral negotiations. For
AI, the EU-US bilateral efforts illustrate such
an informal channel. In June 2021, the EU
and US launched the Trade and Technology
Council to “lead digital transformation.”335 Its
goals include (i) cooperating on developing
compatible international standards and (ii) fa-
cilitating cooperation on regulatory policy
and enforcement. For both goals, working
groups were set up. The G7 countries also
pledged to support their respective “effect-
ive standard-setting” of AI systems.336

3.3. De Facto Effect Channel
A de facto Brussels Effect can lead to a de jure
effect. Suppose there is a strong de facto Brus-
sels Effect. In that case, foreign companies
who use the EU blueprint as their interna-
tional policy already bear the compliance
cost and so will lobby other governments to
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adopt the EU regulation, whereas domestic
competitors who do not operate in or export
to the EU do not.337 Furthermore, countries
may be more inclined to implement regula-
tion that has seen a de facto Brussels Effect
in their country, as passing such regulation
comes with smaller regulatory costs for their
companies. For instance, when European
corporate actors were subjected to an EU
regulation requiring Eco-Management and
Auditing Scheme (EMAS) standards on pub-
lic disclosure of the results of company
policies,338 they started an alliance with the
green movement to support diffusion of the
standard. Consequently, the ISO 14001
standard was adopted in 1996, copied from
the EU regulation.339

Market structure influences the strength of
this channel. Lobbying can be seen as a co-
ordination problem: the bigger and the more
oligopolistic the firms, the stronger the lob-
bying, as firms can more easily cooperate in
providing the common pool resource.
Moreover, the greater the total market size,
the more likely firms will have enough polit-
ical power to achieve their aim.340

However, though it seems plausible that
companies would engage in this lobbying
if they were subject to a de facto effect,
there is little reported evidence for this
channel leading to a de jure Brussels Effect
to date. The Eco-Management and Audit-
ing Scheme (EMAS) standard is the only

clear reported example we found. There is
some evidence that companies will start
lobbying governments if they are subject
to greater regulatory burdens from the EU.
Privacy regulation offers one such ex-
ample. Since the GDPR took effect, CEOs
of Alphabet,341 Apple,342 and Microsoft343

have called for the US to pass similar regu-
lation. However, it is difficult to tell the ex-
tent to which such public statements trans-
late into on-the-ground lobbying efforts by
the companies and, if they do, whether
such lobbying would be successful.

The De Facto Channel is seemingly more
common for the California Effect than the
Brussels Effect. US automobile emission
standards, capital market regulation,344 pollu-
tion standards, and other environmental
standards have been diffused from the US
state level to the US federal level345 and to
other countries through such a De Facto
Channel.346 As such, we believe the De Facto
Channel is most likely to have an effect on
US federal policy via states adopting strin-
gent EU-like regulation of AI. Though US
companies would likely strongly oppose
such state-level regulation if it risks their
profitability, once passed we predict that
many of those same companies would push
for similar regulation at the federal level. This
might be the most plausible route by which
EU-like regulation is eventually passed in the
US.
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In summary, contingent on a de facto Brus-
sels Effect, we expect that multinational AI
firms will lobby other jurisdictions to pass
similar AI regulation, as the AI industry is rel-
atively big and has an oligopolistic structure.
This is particularly likely to happen if some
US states, notably California, pass EU-like
regulation. We are unsure how successful
such efforts would be. Further, we should
also expect legislators to be, on the margin,
more inclined to implement EU-compatible
legislation as it will introduce smaller com-
pliance costs. It is unclear how successful
this would be.

3.4 Conditionality Channel
Conditionality and external incentives can
also lead to the adoption of EU blueprints
abroad. This Conditionality Channel re-
quires equivalence clauses and/or extrater-
ritoriality, which are both unlikely for upcom-
ing AI regulation.

Equivalency clauses, especially common in
EU financial regulation,347 are the clearest
example of conditionality. These clauses
condition ease of market access on the
demonstration of equivalent rules in home
markets. Countries that adopt EU-like rules
can trade more easily with the EU. For ex-
ample, the Commission undertakes ad-
equacy decisions for data protection regula-
tion, concluding whether a third country,
one of its sectors, or an international organ-
isation have equivalent data protection
levels. Such decisions permit cross-border
data transfer with diminished regulatory
burdens. Hence, foreign jurisdictions, in-
cluding the United States and Japan, exper-
ienced external incentives to adopt stronger

data protection regulation.348 After Japan in-
creased its data privacy standards, it re-
ceived an adequacy decision from the EU,
improving data trade and transmission.349

A high degree of extraterritoriality can also
put pressure on other countries to imple-
ment EU-equivalent regulation.350 The EU
has been shifting towards more extraterritori-
ality, expanding beyond the inclusion of EU
imports.351 Extraterritoriality is a feature of
European aviation law, competition law, and
data privacy law. It was a significant cause of
the GDPR’s de facto and de jure Brussels
Effect (see appendix). This Conditionality
Channel is significant if data privacy regula-
tion is interpreted as an instance of AI regu-
lation. AI product safety standards will likely
not exhibit the same degree of extraterritori-
ality. Whereas the GDPR applies to any entity
that handles any data from EU citizens, the AI
Act would only apply to companies that put
products on the EU market.

Taken together, a de jure Brussels Effect of
AI is plausible. However, it might predomin-
antly reach jurisdictions that have less geo-
political power. A de jure Brussels Effect is
more likely to reach China than the US (see
§3.1). The Multilateralism and Blueprint
Channels are the most likely channels. If a
de facto Brussels Effect occurs, it is plaus-
ible that multinational companies will lobby
other jurisdictions, though it is unclear
whether this will lead to success. While
there are several examples of this channel
as a California Effect, there is only one re-
ported instance of such a de jure Brussels
Effect.
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We consider the history and causes of regu-
latory diffusion for (i) EU data protection le-
gislation, (ii) the EU Product Liability Direct-
ive, and (iii) the product safety framework
and CE marking.

4.1. Data Protection
The EU Data Protection Directive (DPD), a
potential analogy to AI regulation, led to reg-
ulatory diffusion via a de jure Brussels
Effect.352 The 2018 General Data Protection
Regulation (GDPR) exhibited a strong de
facto Brussels Effect. Despite the recent-
ness, the GDPR has led to a de jure Brussels
Effect in more than five countries.

One can learn about the AI Brussels Effect
from this case study as the market partly
overlaps; AI and privacy regulation affect
many of the same systems and products. We
tentatively conclude that the unique features
of data protection regulation were respons-
ible for substantial parts of its de facto Brus-
sels Effect. For data regulation, the forking
happens earlier on, and the wide extraterrit-
orial claims increased the market size to
which the regulation applied. The de jure
Brussels Effect appears to have been mostly
caused by the attraction of foreign jurisdic-
tions to the EU data protection blueprint, a
process that has been ongoing since the

Council of Europe’s 1981 Convention 108 and
the EU’s 1995 Data Protection Directive.353

Assessing the potential of an AI Brussels
Effect requires careful consideration of China
and the United States since these countries
are home to the largest number of world-lead-
ing AI companies. The history of data protec-
tion regulatory diffusion indicates that China
experienced a de facto and de jure Brussels
Effect of limited scope, while the US saw a lim-
ited de facto effect and a de jure effect with
regard to some states.

4.1.1. The Analogy between Data Protection
and AI Regulation

Scholars and politicians frequently refer to
data protection regulation as an analogue for
EU AI regulation.354 The analogue is fitting in
that (i) both laws apply to similar companies,
including Amazon, Facebook, Google, IBM,
and Microsoft; (ii) they both regulate the tech-
nology B2C market; (iii) the regulatory target
is similar; and (iv) collected data is often used
in machine learning algorithms, one promin-
ent AI technique.

Data protection regulation can be considered
an instance of AI regulation as, for example,
the GDPR regulates aspects of AI develop-
ment and deployment.355 For example, Article

4. Appendix:
Case Studies
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5(1)(a) of the GDPR requires data processing
to be fair and transparent. This includes in-
formation fairness, i.e. providing data subjects
with information on how their data is used,
and substantive fairness, which means that
the content of an automated inference or de-
cision must be fair.356 This requirement chal-
lenges the application of AI models that are
biased or trained on biased data. Moreover,
principles from data protection regulation
might shape the AI landscape. The GDPR in-
cludes what some have called a right to ex-
planation,357 stating that data subjects have a
right to receive “meaningful information about
the logic involved” in automated decisions,
which would often be made by AI systems.

However, while the GDPR might be an in-
stance of AI regulation, there are also reas-
ons to believe that the GDPR analogy is not
very informative when forecasting a Brus-
sels Effect for other regulations of AI.

First, if a firm has two internal data protec-
tion policies or data management pro-
cesses, one EU-compliant and one non-
compliant, the costs of differentiation (see
§2.5) may be high, and compliance is mostly
a fixed cost, making non-differentiation
more attractive. Second, suppose data pro-
tection rules require you to treat the input
data for AI systems differently. In that case,
this might have high costs of differentiation
because the data-collection and manage-
ment processes are one of the first steps in
the production pipeline – forking happens
early on. Both make non-differentiation and
a de facto Brussels Effect more likely than it
is for other AI regulation (see §2.5). On the
other hand, there are examples of cases in
which the higher EU data privacy standards
for social media companies were not

diffused to other jurisdictions – suggesting
non-differentiation is not the profit-maxim-
ising choice in all scenarios. One illustration
might be the Facebook-owned messaging
app WhatsApp, which initiated a compulsory
data privacy update in January 2021. Some of
the most widely criticised parts of the regula-
tion were only implemented for users outside
of Europe.358

Moreover, the GDPR applies to all data sub-
jects that are physically in the EU. Unless a
website is intentionally not making itself avail-
able to EU IP addresses, they have to have a
GDPR-compliant version.359 Hence, EU data pri-
vacy regulation has significant extraterritorial
jurisdictional claims, i.e. it governs activities oc-
curring outside the jurisdiction’s border.360 In
the DPD, GDPR’s non-harmonized prede-
cessor, the definition of an establishment (Art-
icle 4), i.e. the territorial scope, was left to the
individual member states, which resulted in
different national laws having differing de-
grees of extraterritoriality.361 The GDPR directly
applies to all member states and thus reduces
legal uncertainty. While the DPD also had a de
jure Brussels Effect, the GDPR led to a strong
de facto Brussels Effect. The GDPR’s extrater-
ritoriality could have contributed to its de facto
regulatory diffusion as it increased the effect-
ive market to which the regulation applies.

In addition, the lower regulatory burden of
moving data to jurisdictions the EU Commis-
sion considers to provide an adequate data
protection level has further bolstered a de jure
Brussels Effect. Concretely, these GDPR re-
quirements mean that the Commission de-
termines whether a country outside the EU
offers an adequate level of data protection.
Only when a jurisdiction has been determined
to provide adequate protection is personal

APPENDIX: CASE STUDIES

356 See also GDPR, recital 71; Sartor and Lagioia.
357 Though this is contended by Watcher et al. with a compelling response in Selbst and Powles. Sandra Wachter, Brent Mittelstadt, and Luciano Floridi,

“Why a Right to Explanation of Automated Decision-Making Does Not Exist in the General Data Protection Regulation,” International Data Privacy
Law 7, no. 2 (May 1, 2017): 76–99, https://doi.org/10.1093/idpl/ipx005; Andrew D. Selbst and Julia Powles, “Meaningful Information and the Right to
Explanation,” International Data Privacy Law 7, no. 4 (November 1, 2017): 233–42.

358 Jenny Darmody, “Explainer: What You Need to Know about the WhatsApp Update,” Siliconrepublic, January 14, 2021.
359 GDPR, art. 3.
360 Deborah Senz and Hilary Charlesworth, “Building Blocks: Australia’s Response to Foreign Extraterritorial Legislation,” Melbourne Journal of Interna-

tional Law 2, no. 1 (June 1, 2001): 69–121. Dan Jerker B. Svantesson, “The Extraterritoriality of EU Data Privacy Law – Its Theoretical Justification and
Its Practical Effect on U.S. Businesses,” Stanford Journal of International Law 50, no. 1 (2014): 53–102. Argument for significant extraterritoriality: Ben-
jamin Greze, “The Extra-Territorial Enforcement of the GDPR: A Genuine Issue and the Quest for Alternatives,” International Data Privacy Law 9, no.
2 (April 21, 2019): 109–28.

361 Svantesson, “The Extraterritoriality of EU Data Privacy Law – Its Theoretical Justification and Its Practical Effect on U.S. Businesses.”



THE BRUSSELS EFFECT AND ARTIFICIAL INTELLIGENCE • 72

data allowed to flow from the EU (and Norway,
Liechtenstein, and Iceland) to that country
without requiring any further safeguards.
Twelve countries are on this whitelist, including
Israel, Uruguay, and Japan.362 The United
States got a partial and temporary exemption.
The Commission reviews the data protection
levels of these whitelisted countries every four
years. Japan went further, developing its own
whitelist.363 These rules provide economic incent-
ives for non-EU countries to adopt an EU-equival-
ent data protection level to ensure the free flow
of data. It is unclear whether there will be an ana-
logous rule for AI products, as the AI Act does not
include any provisions on adequacy assess-
ments.364

4.1.2. Regulatory Diffusion

The EU DPD led to regulatory diffusion via a de
jure Brussels Effect.365 The 2018 GDPR exhibited
a strong de facto Brussels Effect. It has also led
to a de jure Brussels Effect in more than five
countries despite its recentness.

In 1980 and 1981, international data privacy reg-
ulation efforts were initiated with two interna-
tional agreements, the OECD’s nonbinding pri-
vacy principles and the binding Convention 108
of the Council of Europe (CoE).366 In 1995, the EU
DPD followed,367 which resembles its successor,
the 2018 GDPR, in its vast scope. The regulatory
targets are data-processing activities conducted
by organisations established in the EU, activities
offering goods or services (even if for free) to
data subjects situated in the EU (not restricted to

EU citizens), and the monitoring of such data
subjects. For instance, the US company Clear-
view AI falls under the GDPR.368 It offers US law
enforcement agencies a service where they
can search for all photos369 of an individual and,
for instance, identify them in CCTV footage.

Due in part to the Council of Europe Conven-
tion 108’s preceding and inspiring the EU DPD,
some have argued that the spread of
European data protection should not be
ascribed to the EU. As the Council of Europe,370

headquartered in Strasbourg, is separate from
the EU and includes more countries, some
have argued that the spread of these norms
should perhaps be termed a “Strasbourg
Effect”.371 We will not discuss this question in
detail, as most commentators seem to agree
that the EU’s regulatory efforts played a signi-
ficant role in the diffusion of European data
protection norms, regardless of its role in ori-
ginating these norms.

The Data Protection Directive

The DPD led to a de jure Brussels Effect, partly
due to its unprecedented extraterritorial juris-
dictional claims.372 These extraterritorial de-
mands were reasonable from the perspective
of European policymakers because they are re-
quired to provide adequate protection for
European citizens.373

Comprehensive data privacy laws that apply to
all types of personal data have been adopted
by 145 countries, including India, Japan, Malay-
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sia, South Korea, Taiwan, South Africa, the Eco-
nomic Community of West African States, and
some Latin American countries.374 The privacy
laws of these countries are not only influ-
enced by the earlier OECD guidelines or the
Council of Europe Convention, but they also
incorporate unique parts of the EU DPD. A
2012 study considered 33 of the 39 non-
European national data protection laws and
found that 19 out of 33 national privacy laws
contain at least 7 of the 10 elements which
were added to the DPD but were not present
in either the OECD and the CoE document.375

Thirteen out of the 33 contain at least nine of
these ten features.376 All 75 non-European
data privacy laws enacted at least 7 out of 10
of the 1995 EU directive principles. The EU
Data Protection Directive exhibited a strong
de jure Brussels Effect.

Because of the absence of studies on the po-
tential de facto Brussels Effect of the DPD,
we do not further analyse whether there was
such an effect. However, a de facto effect
was undermined by the lack of harmonisa-
tion of the DPD. Due to its nature, the direct-
ive is less centralised in its implementation,
reducing the internal cohesion. This reduces
the market size and thus weakens the de
facto Brussels Effect.377

The Council of Europe 108 Convention

The Council of Europe 108 Convention also
exhibited regulatory diffusion and was ad-
opted by countries which were not members

of the CoE.378 All 126 privacy laws worldwide
share the ten core elements from the CoE
Convention 108.379 This might be relevant for
actors in the AI policy space as the CoE is
also developing AI regulation.380

The General Data Protection Regulation

In 2018, the GDPR replaced the DPD to (i)
achieve more harmonisation, (ii) adapt the
law to the new technology landscape, and
(iii) better govern international data transfers.
As a regulation rather than a directive, the
GDPR leads to greater regulatory consist-
ency between EU member states, reducing
regulatory and other overhead costs.381

Moreover, the GDPR improved the legal en-
forcement system, stressed the importance
of individual rights, and changed the consent
definition.382 Companies outside of Europe
are adopting GDPR compliance for their op-
erations worldwide.383

Further, the regulation also affects business-
to-business interactions. One example of this
phenomenon is Microsoft, which requires all
of its suppliers to be GDPR-compliant.384

Hence, for instance, Australian businesses
serving the business-to-business market,
which do not themselves have customers in
the EU, have been pressured by their multina-
tional clients to ensure that their software
products will be GDPR-compliant.385 The
GDPR has exhibited a strong de facto Brus-
sels Effect.
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It is still too early to evaluate the final extent of
the de jure Brussels Effect of the GDPR. How-
ever, some evidence exists for de jure regulat-
ory diffusion.386 In 2019 and 2020, 13 new
countries adopted data privacy legislation
and 13 other countries updated existing laws,
of which the GDPR influenced almost all.387

The countries held adequate under the 1995
DPD can renew their status until 2022.388 To
date, the EU has made adequacy decisions
approving 14 jurisdictions, including Argen-
tina, Canada, Israel, South Korea, Japan, Switzer-
land, the United Kingdom, and New Zealand.389

In addition, some US states have or are in the
process of adopting regulation with ele-
ments from the GDPR. In 2018, California ad-
opted the California Consumer Privacy Act,390

originally introduced as a ballot proposition,
with many similarities to the GDPR.391 In 2021,
the Consumer Data Protection Act392 was
signed into law in Virginia, with many similar-
ities with the GDPR and the California Con-
sumer Privacy Act.393 Furthermore, there
have been repeated attempts to pass a sim-
ilar law in Washington State.394

In addition, the European institutions have
shaped the global narrative surrounding data
privacy through their regulatory efforts.
While personal data might also be con-
sidered a commodity in the United States,
data privacy is regarded as a human right in
the EU. Importantly, this European narrative
appears to have influenced the positions of
American technology companies. For in-

stance, the president of Microsoft tweeted,
“We believe privacy is a fundamental human
right”.395 Similarly, the CEO of Apple told CNN
that “privacy is a fundamental human right”.396

In the same vein, the European narrative on AI
– such as the concept of “trustworthy AI” –
may influence the positions and actions of
non-European AI companies.

Moreover, the regulation might have also
strengthened certain industries. The GDPR
has provided a strong business case for pri-
vacy-enhancing technologies (PET). One
would expect that the GDPR will increase the
development and deployment of these tech-
niques. However, since PETs are not mature
enough to be widely employed, it is currently
difficult to evaluate such diffusion.

China

EU data protection rules have also influenced
China. The 2017 Cyber Security Law includes
explicit consent from the users and the re-
quirement that the data used for processing
be adequate and not excessive.397 This
Chinese policy process also received funding
from the Commission,398 which also set up
policy dialogues between the two jurisdic-
tions.399 In August 2021, the Chinese govern-
ment passed the Private Information Act.400

The Cyberspace Administration of China,
which has been encouraged in recent years
to fiercely enforce regulation in the techno-
logy industry, will enforce the act. At the same
time, not all EU aims of privacy legislation
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have been achieved in China. The Chinese
public sector is completely exempt. Digital au-
thoritarianism, the blocking and filtering of on-
line content, the social credit system, and facial
recognition techniques all clash with the aims
and values of EU data protection rules and are
not curtailed by the regulation adopted by the
Chinese Communist Party.401

Extraterritoriality and the United States

The extraterritorial reach of the GDPR contrib-
uted to the de facto and de jure GDPR Brussels
Effect.402 At the same time, the extraterritoriality
also illustrates how powerful and economically
advanced countries, especially the US, try to
resist the Brussels Effect.

While the US experienced de facto Brussels
Effects for various EU legislative efforts, including
the Code of Conduct regarding hate speech, parts
of the DPD, and the GDPR,403 it can also resist se-
lectively, sometimes successfully and sometimes
not.404 The United States partially circumvented the
extraterritorial claims of the DPD and GDPR, partic-
ularly the requirements for international data trans-
fers. The EU and the US adopted two data trans-
mission agreements, the Safe Harbor agreement
in 2000 and the Privacy Shield in 2015, allowing
unhindered data transmission between the United
States and the EU. Both agreements were adop-
ted even though the US data privacy standards
were not equivalent to the EU, which is a require-
ment for data transmission agreements in both the
DPD and GDPR.405 Consequently, both data trans-
mission agreements were declared invalid by the
European Court of Justice (ECJ) in 2015 and 2020,
respectively.406 Since 2020, the US and the Com-
mission have stated their intention to negotiate a

new agreement. In June 2021, both sides asserted
theircommitment tofindasuccessor tothePrivacy
Shield.407 At the same time, Politico reported that
Facebook, for instance, continues to send data
across the Atlantic.408

In addition, despite the EU’s data protection con-
cerns, the United States and the EU have signed
bilateral passenger name record (PNR) agree-
ments for flights.409 These agreements allow for
the exchange of both the information provided
by passengers when they book tickets and when
checking in for flights, and the exchange of data
collected by air carriers for commercial purposes.
Both agreements are examples of the United
States resisting European pressure for regulatory
convergence. The US might have leveraged its
considerable regulatory capacity in customs
policy and homeland security, market size, or
geopolitical power.

Despite the resistance of the United States,
both data transmission agreements potentially
led to a Brussels Effect: they brought the US
closer to the EU privacy standards.410 The 2000
Safe Harbor Agreement encouraged company
self-regulation. By 2015, 4,500 US companies
had publicly affirmed the Safe Harbor prin-
ciples. Consequently, the Safe Harbor agree-
ment has indirectly led to a Brussels Effect in
the United States.

The United States has no omnibus privacy laws –
suggesting the absence of a de jure Brussels
Effect. Nevertheless, the EU discourse and regu-
lation around data privacy has significantly influ-
enced the United States. The narrative around
data privacy in the United States appears to have
increasingly moved away from consumer safety
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andtowardsfundamental rights.411 Despitethetem-
porary special treatment received by the United
States intheDPDandGDPR,manyAmericancom-
panies have followed the Safe Harbor principles
and adopted stricter data protection practices than
required by the US government. The Safe Harbor
agreement called for self-regulatory efforts by
companies, which led to further agreements
between companies and more significant regulat-
ory actions.412

4.1.3. Conclusion

The EU data protection regime has exhibited a
strong de jure Brussels Effect. This was partly me-
diated via the international spread of the EU-sup-
ported narrative of data privacy as a human right,
a unique feature of European data protection
regulation. For instance, non-EU countries
passed stronger data protection clauses that
were not required in order to trade with the EU. In
a 2012 study, 28 out of 33 examined data privacy
laws also have border control data export limita-
tions.413 Similar to the EU, Japan created a whitel-
ist of countries to which Japanese data can
flow.414

The European regulation also exhibited a de
facto Brussels Effect. However, it is unclear
whether this offers transferable insights for
(other) AI regulation since the de facto Brussels
Effect of data protection regulation may have
been due to unique features of this regulatory
target and design. First, the narrative change in-
creased the revenue from non-differentiation.
Second, the extraterritorial claims also made
non-differentiation more attractive. Third, the
regulation required early forking, which in-
creased the costs of differentiation – making
non-differentiation more likely.

4.2. Product Liability Directive

As of January 2022, the Commission is pre-
paring to propose AI-specific changes to the
EU liability regime – by either changing the
Product Liability Directive (PLD) or by har-
monising aspects of national civil liability
law regarding the liability of certain AI sys-
tems.415 The regulatory diffusion of the PLD
can inform us about the likelihood of a fu-
ture Brussels Effect of AI liability rules. For
instance, if another jurisdiction has liability
regulation strongly influenced by the PLD,
then the EU AI liability becomes more at-
tractive and feasible as a blueprint. In addi-
tion, the PLD and the AI liability update
might share several features.

The PLD influenced the product liability le-
gislation of many countries – evidence for a
future de jure effect of AI liability updates. US
liability law has much higher economic costs
and is less easy to copy than the PLD. This
made the de jure Brussels Effect more likely
as other jurisdictions were less likely to take
the US regulation as a blueprint. As dis-
cussed in section 2.6.4, whether liability law
exhibited de facto regulatory diffusion is ex-
tremely difficult to study. Hence, one should
be less confident that future AI liability law
will lead to a de facto Brussels Effect.

The Commission’s legislative efforts may in-
clude the adoption of strict liability for AI operat-
ors or the adaptation of the burden of proof.416

The EU AI White Paper 2020 and the Inception
Impact Report 2021417 propose, among other
things, to include software in the definition of a
product and to shift the burden of proof more
towards the AI companies. In doing so, com-
panies would be given the responsibility to
demonstrate the safety of their AI products,
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rather than requiring consumers to prove in
court that the AI product was defective.

4.2.1. Regulatory Diffusion

The PLD has become an internationally lead-
ing blueprint, having been copied in more
than a dozen countries. Iceland, Liechten-
stein, Malta, Norway, and Switzerland volun-
tarily adopted it simultaneously with the EU –
these countries regularly opt for EU legisla-
tion because the EU is their main trading
partner.418 Countries in Asia-Pacific, among
them Australia, China, Taiwan, Japan, Malay-
sia, Indonesia, and South Korea, adopted it
as a blueprint 7 to 15 years after the EU adop-
tion.419 Russia, Israel, and Quebec also used
the PLD as a blueprint.420

China is another example of a country to
which the European PLD diffused. The struc-
ture of China’s Tort Liability Law broadly fol-
lows the German civil code law, which imple-
ments the PLD. Moreover, China used the
PLD as a blueprint for the liability along the
supply chain, the burden of proof in liability
cases, and defining a defect.421

The European liability model has become
dominant on a global level such that “the
American approach has become almost an
outsider”.422 There are two explanations for

why the European rather than American liab-
ility model served as a blueprint. First, the
number of liability claims in the US, their
awards, and their publicity are significantly
higher than anywhere else in the world – in-
volving substantial economic costs.423 This
may have made the PLD, under which liabil-
ity claims are harder to win and awards are
smaller, relatively more attractive.424 Second,
the PLD is more concise and easier to under-
stand than its American counterpart.425 Taken
together, this de jure Brussels Effect might
show that EU-crafted liability law is attractive
for other jurisdictions.

4.2.2. Impacts of EU-style Liability Law

Despite the strong de jure Brussels Effect of
EU liability law, it is difficult to assess whether
there have been any flow-through effects on
company behaviour. The regulation has
caused only minor detectable changes in EU
courtrooms – conceivably suggesting the ab-
sence of any actual effect as companies do
not have enough pressure to change beha-
viour.426 When EU consumers sue because of
product damages, they rarely rely on the PLD
but rather on pre-existing national law.427

There is only scarce evidence for litigation in
the countries using the EU blueprint of the
PLD, likely because the PLD is too restrictive
and only “supplemented pre-existing na-
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bility System in China: Recent Changes and Prospects,” The International and Comparative Law Quarterly 63, no. 3 (July 2014): 755–75. The same
conclusion was reached by: Reimann, “Product Liability in a Global Context: The Hollow Victory of the European Model.”

422 Reimann, “Product Liability in a Global Context: The Hollow Victory of the European Model”; Alfred E. Mottur, “The European Product Liability Direc-
tive: A Comparison with U.S. Law. An Analysis of Its Impact on Trade and a Recommendation for Reform so as to Accomplish Harmonisation and
Consumer Protection,” Law and Policy in International Business 25 (1993-1994).

423 Mathias Reimann, “Product Liability,” in Comparative Tort Law: Global Perspectives, ed. Mauro Bussani and Anthony J. Sebok, Research Handbooks
in Comparative Law (Edward Elgar Publishing Limited, 2021), 236–63.

424 Reimann, “Product Liability in a Global Context: The Hollow Victory of the European Model.”
425 Reimann; European Parliament, “Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the Protection of Individ-

uals with Regard to the Processing of Personal Data and on the Free Movement of Such Data”, art. 1-13. Reinmann discusses the complexities of US
liability law, which differs for every state. In contrast, the EU PLD has already been translated into 20 languages. In sum, other countries might have
not even understood the US Law “Foreign drafters might have just adopted whatever they understood.”

426 Reimann, “Product Liability in a Global Context: The Hollow Victory of the European Model.” Although the reports of the European commission see
the limited number of court cases as a sign of success of the PLD, as summarised in Bertolini, Artificial Intelligence and Civil Liability, 55ff.

427 In its 2001 Report, the Commission mentioned barely a hundred court decisions under the new regime for the last fifteen years in all the member states com-
bined.

428 This might be because the directive and other laws merely supplemented national law and the literature is critical how much the directive has actually
harmonised European product liability law at all. See: Mathias Reimann, “Liability for Defective Products at the Beginning of the Twenty-First Century:
Emergence of a Worldwide Standard?,” The American Journal of Comparative Law 51, no. 4 (October 1, 2003): 751–838; Jane Stapleton, “Product
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tional liability regimes”.428 It is generally diffi-
cult to measure compliance with liability law
since compliance can look differently for
every company.

In general, there is only weak evidence for
companies adopting changes in response to
any liability law. For example, a 2021 meta-
study finds limited but inconclusive evidence
that firms reduce risks, internalise externalit-
ies, and add safety precautions after liability
law was passed.429 Therefore, it remains un-
clear whether multinational firms become
more cautious in response to liability law up-
dates for AI products and services.

While it is difficult to evaluate whether liabil-
ity law has domestic effects on company
behaviour, as discussed in the previous
paragraph, it is even more difficult to as-
sess whether there has been a de facto
Brussels Effect of liability law: whether mul-
tinational companies have changed their
practices outside the EU in response to the
PLD.430

4.2.3. Conclusion

We conclude tentatively that an EU liabil-
ity law update for certain AI systems is
likely to cause a de jure Brussels Effect.
Countries that already use the PLD as a
blueprint will find it easiest to copy the
European approach to regulating liability
for AI and other emerging technologies.
At the same time, however, it is difficult to
measure to what extent (i) firms change in
response to liability legislation; (ii) that re-
sponse is global, i.e. a de facto Brussels
Effect occurs; and (iii) EU law was causally
responsible for the adoption of similar le-
gislation abroad, a de jure Brussels Effect.

4.3. Product Safety and CE
Marking

The proposed EU AI Act would largely be part
of the EU product safety regulatory regime.
The act outlines that high-risk AI systems,
those applied to specific use cases, should first
be self-assessed in conformity assessments
before being sold on the common market –
though biometric identification systems must
be assessed by a conformity assessment body.
Products which are regulated in the “New Le-
gislative Framework”, the EU product safety re-
gime, and include AI systems must also abide
by the product safety rules of the AI Act.431 The
AI requirements are tested by the product-spe-
cific conformity assessment body. The AI
product safety requirements also apply to the
other harmonisation regulation (see Annex II,
Section B). The New Approach for product
safety, i.e. recent EU product safety rules, has
historically caused both a de jure and de facto
Brussels Effect. Thus, upcoming AI product
safety regulation might also lead to regulatory
diffusion. EU product safety regulations apply
to all EU imports but exclude EU exports. In
general, EU product safety legislation exhib-
ited a strong de jure and de facto Brussels
Effect, making a future Brussels Effect more
likely for AI-specific product safety rules.

4.3.1 The EU Product Safety Framework

The EU uses the New Approach to product
safety, which originated in the 1985 Council
resolution on a New Approach to Technical
Harmonization and Standardization.432 This so-
called New Legislative Framework consists of
29 mostly product-specific directives. The PSD
establishes the legal framework that imple-
ments the New Approach to product safety.
The conformity assessments apply to all EU im-
ports but not EU exports. For these products,
such as electronics and children’s toys, regulat-
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435 The second option is not common. Veale and Borgesius.
436 European Parliament, “Directive 2009/48/EC of the European Parliament and of the Council of 18 June 2009 on the Safety of Toys,” CELEX number:

32009L0048, Official Journal of the European Union L 170 1 (June 18, 2009): 1–37.
437 Marco de Morpurgo, “The European Union as a Global Producer of Transnational Law of Risk Regulation: A Case Study on Chemical Regulation,”

European Law Journal 19, no. 6 (November 2013): 779–98.
438 Notably, the costs of leaving a market regulatory stringency, such as the EU, increase with the size of the market at hand.
439 Hanson, CE Marking, Product Standards and World Trade.
440 For more, see “the trade to the top” Bradford, The Brussels Effect: How the European Union Rules the World.
441 Hopkins and McNeill, “Exporting Hard Law Through Soft Norms: New Zealand’s Reception of European Standards.”

ory bodies and internal and external industry
experts develop safety goals and conformity
assessments.433 Instead of requiring firms to im-
plement specific measures, firms have to reach
safety targets. To this end, the firms that are re-
sponsible for proving that their products are
safe are free to use any means. They can follow
voluntary standards by the European Committee
for Standardization (CEN) and the European
Committee for Electrotechnical Standardization
(CENELEC) or have the safety of their products
verified independently. In practice, most compan-
ies follow the CEN and CENELEC standards.434

The EU AI Act says that approved non-govern-
mental bodies need to conduct conformity as-
sessments for biometric identification systems.
In all other cases, firms conduct a self-assess-
ment, potentially relying on the CEN or
CENELEC standards, or verify the safety with
an approved non-governmental body.435 After-
wards, the product gets a CE (Conformité
Européenne) mark and can be sold on the EU
market.

4.3.2. Regulatory Diffusion

The safety targets and specific guidelines de-
veloped for particular CE marks have exhib-
ited strong de jure and de facto Brussels
Effects, making a Brussels Effect for the up-
coming CE marking of high-risk AI applications
likely. Several prominent examples of the Brus-
sels Effect, such as the chemical regulation
REACH, are part of this New Approach to
product safety. Other examples of the Brussels
Effect include the directives on the Safety of
Toys (88/378/EEC),436 Machinery (89/3321/
EEC), Medical Devices (93/42/EEC), Pressure
Equipment (97/23/EC), Telecommunication
Terminal Equipment (98/392/EEC), and phar-
maceuticals.437

National standards, for products that are not
covered under the EU product safety legisla-
tion, are less likely to exhibit regulatory diffu-
sion, plausibly because they lack — in con-
trast to the EU — the regulatory coherence
(§2.3.2) and market size (§2.1.1) necessary to
influence the international market and for-
eign jurisdictions. Regulation on the
European level makes compliance more
worthwhile for multinational firms.438

The EU conformity marking also caused a de
jure Brussels Effect. For example, the Chinese
conformity marking, “CCC”, developed in
2003, is similar to the EU system, the “CE”
mark.439 The international influence of the EU
conformity marking is in part due to its strin-
gency.440 Local regulation agencies seek to
comply with key trading partners. Since the
European regulation is the most stringent and
non-EU regulators aim to maintain access to
the EU market, these regulators effectively
comply with EU regulation. Several countries
have incorporated “CE” marks into their na-
tional legislation to support their export in-
dustry. For instance, New Zealand incorpor-
ated all EU conformity marking standards in its
national law, especially in industries with signi-
ficant exports to the EU market.441 The United
States, the United Kingdom, and other coun-
tries are converging towards the European
standard level of conformity marking. How-
ever, this development is much slower for the
United States.442

In addition to the de jure Brussels Effect for
EU conformity marking, New Zealand and
Australia have also experienced a de facto
Brussels Effect. For example, wine regulation
is weaker in both countries than the EU
product safety rules for wine. Nevertheless, Aus-
tralian wine producers and exporters decided to
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comply with the EU export requirements, exem-
plifying a de facto Brussels Effect443 Moreover, the
CE mark has become a prominent product qual-
ity signal in New Zealand since the country lacks
a national product safety mark and the market is
dominated by Asian imports, which consumers
trust less.444 This means that the revenue from
non-differentiation is higher.

The Commission also uses free trade agree-
ments as a channel to promote the regulat-
ory diffusion of CE marking. For instance, the
free trade agreements with Mexico and Mer-
cosur in 2019 include a commitment to the
local adoption of CE marking.445

Moreover, Canada, the United States, Aus-
tralia, Switzerland, and New Zealand have
Mutual Recognition Agreements on Conform-
ity Assessment (MRA) with the EU.446 These
agreements entail the reciprocal acceptance
of conformity assessments for two jurisdic-
tions with similar product safety levels and
equivalent assessment authorities for particu-
lar product families. If a country raises its
standards to a level on par with the CE mark
and establishes an MRA with the EU, the na-
tional industry avoids costs when trading with
the EU or expanding to the EU market. Hence,
the possibility of MRAs makes the copying of
EU-like regulation more attractive and a de
jure Brussels Effect more likely.447

There are three more explanations for the de jure
Brussels Effect exhibited by the EU product safety
regulations. First, the EU actively promoted its
product safety regulations worldwide.448 Second,
the EU wields substantial influence in international
standard setting bodies, which have adopted as-

pects of European product safety regulations and
serve as a channel for the de jure Brussels
Effect.449 Third, corporate interest groups have a
strong interest in the convergence of product
safety standards for all globalised markets. For this
reason, medical technology companies lobbied
for the international convergence of medical
devices.450 However, whether an internationally
harmonised standard setting procedure increases
or decreases the de jure Brussels Effect of CE
marking remains unclear. Convergence on stand-
ard setting could lead to international standards
being adopted that are lower than the EU rules,
therefore weakening the de jure and de facto
Brussels Effects.451 On the other hand, some Inter-
national Organization for Standardization (ISO)
standards are the same as the EU standards. For
example, the European standard EN 1050 (risk as-
sessment for machinery) became ISO 14120, and
EN 292 (machinery safety) became ISO 1200-1.452

See also the discussion in section 3.2.

4.3.3. Conclusion

European product safety regulation and the CE
mark led to substantial global regulatory diffu-
sion. The EU’s strategy to regulate only safety tar-
gets rather than specific safety precautions ap-
pears effective. This strategy ensures that
product safety does not hinder innovation and
supports the regulation of rapidly developing
technologies and products, such as AI sys-
tems.453 The CE mark is considered a sign of
product quality, which increases the revenue
from non-differentiation and contributes pos-
itively to the de facto Brussels Effect.
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